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Abstract: Many Modern researches are interested in UAVs because of their importance in a wide range of 
applications. The most important aspect of these researches is routing protocols due to their significant 
effect in their performance. One of the most popular protocols used in this type of network is AODV, 
which belongs to reactive protocols family. The major problem with this routing protocol and others is 
that they do not take into account the state of the channel and they assume it is always AWGN. This paper 
demonstrates the channel model as an important factor which affects the overall network performance. 
The paper also shows the great difference in performance between the case of AWGN channel and a 
shadowed fading channel which exists in real channel. The simulation was done in Optimized Network 
Engineering Tool (OPNET) 14.5 modeler. 

Key-words:  fading, path loss, shadowing, UAV network, geographic routing protocol, channel models, 
reactive routing. 

Abbreviations: AODV, Ad-Hoc On Demand Distance Vector; LOS, Line of Sight; PDF, Probability 
Density Function; SER, Symbol Error Rate; SNR, Signal to Noise Ratio; UAV, Unmanned Aerial Vehicle; 
PDR, Packet Drop Ratio. 

1. Introduction: 

Unmanned Aerial Vehicle (UAV) is defined as 
an aircraft with no human operator. In recent 
years, there has been a trend towards using 
UAVs in many applications especially 
surveillance and tracking systems because 
UAVs are light and consume less fuel and 
energy. These UAVs share information 
wirelessly by sending it to a remote control 
center. When UAVs are put together, they form 
UAANETs. There are many applications of 
UAVs and UAANETs as in transportation, 
scientific research, rescue operations, 
agricultural crop control and, transport 
observation of natural phenomena and also in 
civil applications, where UAVs are used as 
sensors. UAVs are also used in many military 
tasks, such as in monitoring and destroying 
targets, and in detecting secret research 
laboratories. The most important feature of 
UAANETs is the rapid change in network 

topology [1]. Here we are talking about UAVs 
traveling at speeds up to hundreds of kilometers, 
so they are quick to navigate which changes the 
topology of network, besides the nature of the 
mission also changes this topology. This change 
will affect the behavior of the UAV in tracking 
missions. Some of the proposed UAANETs 
structures rely on MANETs and IEEE 802.11 
protocols [3, 4]. UAANETs are types of 
MANET networks, which are infrastructure-less 
and self-organized. 

The design of routing protocol is essential for 
good communication [2], but it is very difficult 
for UAANETs because of the rapid changes in 
network topology resulting from high-traffic 
UAVs, the low number of UAVs, and their high 
mobility. Thus, ensuring constant changes in 
network topology is major challenge to the 
performance of UAANETs. UAANETs should 
have effective network architecture to address 
these issues which make using traditional 
routing protocols impossible. 
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Several protocols for UAANETs have been 
proposed, but the main problem with all these 
protocols is that they consider the channel as 
AWGN without taking into account the effect of 
communication channel models such as large 
scale fading model and small scale fading model 
on protocol performance. [5]  

This article presents the impact of 
communication channel on one of reactive 
routing protocols which is AODV, and 
demonstrates by means of results derived from 
simulation on OPNET 14.5 that the state of the 
channel should be considered because of the 
performance of AODV in AWGN channel is 
significantly different from that in shadowed 
fading channel. 

The remainder of the article is arranged as 
follows: after the introduction, we present a 
review of routing protocol and then AODV. 
After that, we introduce the channel models and 
the shadowing model statistics which we depend 
on, and then we talk about scenarios,  OPNET, 
and the parameters of our simulation. Finally, 
the results and conclusion are shown. 

2. Routing Protocol in UAANETs 
Networks: 

The UAANETs protocols were designed based 
on MANET protocols, taking into account the 
difficult challenges because of the node’s high 
speed, thus the topology changes rapidly. So we 
will introduce a brief description of MANET 
protocols. Increasing the number of nodes in the 
environment degrades the performance causing 
the routing protocols face many challenges. 
Therefore, large ad-hoc network is difficult to be 
managed. The routing protocols in MANETs are 
classified into reactive, proactive and hybrid 
protocols. See figure 1 [6]. 

2.1 Reactive Routing Protocol: 

It is also called on demand routing.  Here, the 
path is established only upon request. Reactive 
routing protocol involves two processes: route 
discovery and route maintenance and it is 

bandwidth efficient because it reduces the 
control overhead, but it suffers from high 
latency compared with proactive protocols due 
to route discovery mechanism. Examples of 
these types of protocols are: Ad-hoc On-demand 
Distance Vector (AODV) and Dynamic Source 
routing (DSR). [6, 7] 

 

 

Fig.1 MANET routing protocol. 

2.2 Proactive Routing Protocol 

Proactive routing protocol stores the information 
of routes in tables. These tables are updated by 
exchanging messages periodically between 
nodes. If there is no path towards the destination 
node, the packet is placed in the buffer until 
information about the path to the destination is 
obtained. In such protocols, route information is 
available immediately, when the route to a 
destination is required. Examples of these types 
of protocols are: Destination Sequence Distance 
Vector (DSDV), Optimized Link State Routing 
(OLSR), and Wireless Routing Protocol (WRP). 

2.3 Hybrid Routing Protocol 

Hybrid routing protocol is a combination of 
proactive and reactive protocols. It works well 
for any network. The performance of this 
protocol is good in networks where the number 
of nodes is small. Examples of hybrid protocols 
are: ZRP, GRP. [6] 
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3. AODV (Ad-Hoc on Demand 
Distance Vector): 

AODV offers high and quick adaptation to 
dynamic link conditions, low processing and 
memory overhead, and network utilization. It 
determines unicast routes to destinations within 
the ad hic network [8]. The Ad hoc On-Demand 
Distance Vector (AODV) algorithm enables 
dynamic, self-starting, multi hop routing 
between participating mobile nodes wishing to 
establish and maintain ad-hoc network.   The 
operation of AODV is loop-free by avoiding 
Bellman-Ford "counting to infinity" problem, it 
offers quick convergence when the ad-hoc 
network topology changes (typically, when a 
node moves in the network). When links break, 
AODV causes the affected set of nodes to be 
notified so that they are able to invalidate the 
routes using the lost link. The types of messages 
in AODV are: Route Requests (RREQs), Route 
Replies (RREPs), and Route Errors (RERRs). 
AODV is a routing protocol that deals with 
routing table management. Routing table 
information must be kept even for short-lived 
routes, like those created to temporarily store 
reverse paths towards nodes originating RREQs.  
You can find other details about AODV protocol 
and it’s mechanism in [8]. 
Many modifications and additions were 
introduced to the AODV protocol in order to 
improve its performance. For example, in Ref 
[9], the authors introduced new modification to 
the AODV protocol to improve QoS parameters. 
In QAODV, message field adds extra 
information like data rate; delay etc, to improve 
the performance of AODV. To select a route, 
this protocol considers only those routes which 
have minimum hop count and total path delay 
less than or equal to the predefined in the route 
request. For calculating path delay, it estimates 
current delay at each node. The algorithm do 
best route during route discovery and informs all 
the intermediate nodes about that. 
In [10], the author introduced an enhancement to 
security in AODV by presenting an algorithm 
against the black hole attacks. The author 
suggested a new algorithm that enhances the 
security of AODV routing protocol to encounter 
the black hole attacks, where protocol 

IDSAODV has been used with some changes. 
This algorithm tries to identify malicious nodes 
according to nodes behaviors in an Ad Hoc 
network and delete them from routing. 
In [11], the author evaluated and improved the 
performance of AODV by taking two 
performance metrics; throughput and end-to-end 
delay with varying number of mobile nodes or 
vehicle node density. In [12], the author 
introduced power-hop protocol based on AODV, 
which is PH-AODV, that uses node power and 
hop count parameters to select the best routing 
path. In [13], the author proposed a modification 
on AODV to make it adaptive for Vehicular Ad-
hoc Network (VANET). VANET is generation 
of ad-hoc networks that implements between 
vehicles on a road. When a node is mobile, it has 
three mobility parameters: position, direction 
and speed. In this method, direction as most 
important parameter has been used to select next 
hop during a route discovery phase. With respect 
to mobility model, if nodes have same direction 
with source and/or destination nodes, they might 
be selected as the next hop. Position is another 
parameter that can be used for next hop 
selection. 

4. Communication Channel Model 
in UAANETs: 

In [14], the author proposed a statistical signal 
reception model for the shadowed 
communication channel between two neighbors 
in a UAV network. In this model, he considered 
both the shadowing effect and the small-scale 
fading effect assuming that shadowing is line of 
sight (LOS) lognormal one [15]. He related the 
power spectral density of the received signal to 
noise ratio (SNR) per symbol with the physical 
path parameters, which could be measured in 
real time. The precise channel model gave 
accurate information about the routes. In 
addition, it was mandatory to find the type of 
fading within the channels (slow/fast, 
flat/frequency selective) which had a main role 
in determining the best techniques for the 
communication system of the nodes [14]. A lot 
of work has been proposed in order to find the 
optimal channel model between network nodes. 
[16, 17] 
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The communication channel in UAV networks 
is dynamic, so the transmitted signals in this 
channel are affected by random shadowing 
effects. Shadowing appears because of the 
differences in obstacles that exist in the Signal 
path. To describe the received signal envelope, it 
is mandatory to formulate the statistical model 
by taking into account the shadowing effects. In 
the proposed model in [14], the author took the 
same case of Rician fading, in which there are 
scattered waves together with the LOS signal 
component. The author in [14] succeeded in 
finding a channel model that could be used to 
calculate the channel quality depending on the 
channel parameters estimated in real time.  

4.1 Large scale fading: 

Large scale fading exists when the average 
received power of UAV is attenuated because of 
the movement for large distance. This type 
characterizes the strength changes of the long 
distance field between the UAV and the ground 
receiver which are caused by the signal path loss 
due to distance changes and the shadows of 
buildings, terrains and other large obstacles. In 
UAV networks we have both LOS (Line Of 
Sight) and a group of reflected paths which are 
Non LOS. LOS component exists between the 
ground receiving station and the UAV. This 
component can be seen as large-scale fading in 
free space of the direct path. The combined 
reflected paths, receive power changes with the 
change of the distance between the UAV and the 
receiving station.  [5] 

In [14], According to the free space path loss 
model, the received power signal formula can be 
written according to the Friis power 
transmission formula as follows:  

ܲ ൌ ௧ܲܩ௧ܩሺ
ߣ
݀ߨ4

ሻଶ … . ሺ1ሻ 

Where d is the distance between the two nodes, 
 ௧ are the antenna gains of receivingܩ and	ܩ
node and the transmitting node, respectively,	 ௧ܲ 	, 

ܲ 	are the transmitted and received power, 
respectively, ߣ is the wavelength of the carrier 

frequency. This means that the received signal 
power decays as	݀ିଶ. 

It is better to use the generalized path loss model 
which could be written in decibel units as below, 
because the network will work mostly in nonfree 
space environment: 

ሻܤሺ݀ܮܲ ൌ ሻܤሺ݀ܮܲ  10ߙ log ቆ
݀
݀
ቇ… ሺ2ሻ 

Where PL is the path loss for a given distance d, 
and ܲ  refers to the path loss at a reference 

distance ݀	which is also determined 
according to the used antennas at the two 
communicating nodes. 

4.2 Small Scale fading: 

The presence of long interference and 
destructive interference of signal path between 
the UAV and ground receiver, causes Small 
scale fading to emerge. Small scale fading or 
simply fading is an expression used to describe 
the rapid fluctuations of the amplitude, phases or 
multipath delays of a radio signal over a short 
period of time or distance travelled, so that large 
scale path loss effects may be ignored. 

According to [14], assuming narrowband 
stationary model, and according to the definition 
of the LOS component (random variable with 
lognormal distribution) and the scatter 
component, the low pass equivalent complex 
envelope of the received signal could be written 
as follows: 

ܴሺݐሻ ൌ ܹሺݐሻ. ݁థሺ௧ሻ  .ሻݐሺܣ ݁థబ … . ሺ3ሻ 

Where W(t) is the amplitude of the scatter 
component. It is a stationary random process 
that follows a Rayleigh distribution, (it was 
demonstrated in [14]), A(t) is the amplitude of 
the LOS component and it is assumed to be 
lognormal distributed. In this model, ߶ is the 
deterministic phase of the LOS component and 
߶ሺݐሻ is the stationary random phase process 
with uniform distribution over the range [-ߨ,ߨ]. 
A(t) and W(t) are independent random 
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processes, and they are also independent of 
߶ሺݐሻ. 

4.3 Rician Effect: 

The conditional PDF of the received signal 
envelope R(t)=|R(t)|is a PDF of Rician 
distribution if A(t) is initially held constant:[14] 

ோ݂\ሺݎ\ܽሻ ൌ


బ
exp	ሺെ

మାమ

ଶబ
ሻܫሺ



బ
ሻ…..(4) 

Where 2ܾ ൌ  ሾܹଶሿ represents the averageܧ
scattered power due to the multipath 
components, and ܫሺ. ሻ	is the modified Bessel 
function of the first kind and zeroth order. 

 

 

4.4 Shadowing Effect  

We can use the conditional mathematical 
expectation "theorem of total probability" in 
order to determine the distribution of the 
received signal envelope at the time where the 
LOS component is a lognormal distributed 
random variable:[14] 

ோ݂ሺݎሻ ൌ ܧ ቂ ோ݂/ ቀ



ቁቃ	……………(5) 

ோ݂ሺݎሻ ൌ  ݂ೃ
ಲ

ஶ
 ቀ




ቁ ݂ሺܽሻ. ݀ܽ  …(6) 

Where ܧሾ. ሿ is the expectation with respect to 
the previous equation given:  

ோ݂ሺݎሻ ൌ
ݎ
ܾ
න expቆെ

ଶݎ  ܽଶ

2ܾ
ቇ ܫ ൬

ݎܽ
ܾ
൰ ݂ሺܽሻ. ݀ܽ

ஶ


… . . ሺ7ሻ 

Where 

݂ሺܽሻ ൌ 	
ଵ

ඥଶగௗబ
ݔ݁ ቂെ ሺ୪୬ሺሻିఓሻమ

ଶௗబ
ቃ….(8) 

Here, ߤ ൌ and ݀	ሻሿܣሾlnሺܧ ൌ ,ሻሿܣሾlnሺݎܸܽ
.ሾݎܸܽ ሿ is the variance, are the mean and the 
variance of the lognormal distribution, 
respectively. 

4.5 Combined model: 

According to [14], we can find the definition of 
PDF (Probability Density Function) as below: 

ఊ݂ሺߛሻ ൌ
ܵ̅

ܾ݀ߨඥ2ߛ2̅
න

1
ܽ

ஶ


ݔ݁ ቈെ

ሺlnሺܽሻ െ ሻଶߤ

2݀
	

ݔ݁ ቆെ
ೄഥ

ംഥ
ఊାమ

ଶబ
ቇ ൈ ܫ ቆ



బ
ටௌ̅

ఊഥ
 …(9)				ቇߛ

Where ఊ݂ሺߛሻ is the probability density function 
of the SNR per symbol when the average SNR 
per symbol is ̅ߛ, the shadowing variance is ߪಳ

ଶ , 

and the average Rician factor is ܭ ൌ 	
ஐ

ଶబ
, and 

ܵ̅ ൌ Ω  2ܾ where Ω	 is the average power of 
the LOS component. 

5. Change the Channel Model in 
OPNET: 

OPNET Modeler is designed to accelerate the 
R&D process for analyzing and designing 
communication networks, devices, protocols, 
and applications [1]. To show and prove that we 
must take the state of channel into consideration 
during design protocols, we compare the 
performance of GRP in two cases, the first is in 
AWGN channel, and the second in shadowed 
fading channel where we imposed that Rician 
factor Kr=13.2 dB and the standard deviation 
ߪ ൌ 2.7. [22] 

Then By using Mathematica 9 and according to 
[14], we calculate the real SNR for Channel with 
Kr=13.2 dB and ߪ ൌ 2.7. And then, we edit 
dra_ber file in OPNET and insert the results 
which we extract from Mathematica as an array 
to OPNET. 

6. The Scenarios in OPNET: 

In order to evaluate AODV performance, 
different instances of the channel model were 
taken.  

The scenarios which we took were divided 
according to three parameters: speed of UAVs, 
area, and number of UAVs [1].  In this 
simulation, the attempt was to use one of the 
available OPNET mobility models, which can be 
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adapted to fit searching missions by changing 
several OPNET settings.  

 

 

6.1 Mobility Parameters For Searching 
Mission:  

The mobility scenarios are derived from the 
RWP model. In the RWP mobility 
model [18,19], a node selects location and speed 
randomly, and moves from its current position 
towards the location chosen by a straight line, 
where it remains in that place for a certain 
period of time “pause time”, then the process is 
repeated. For modeling a searching mission of 
an UAANET, a square area is selected. Since we 
have assumed two different sizes for the mission 
(4݇݉ଶ,25݇݉ଶ), a node chooses a destination 
and speed, and then moves from its current 
location at that speed towards the destination. A 
node then remains at that location for pause time 
seconds and the process repeats. We consider a 
continuous flight mission in which the UAVs 
never come to a rest. This is why pause time is 
set to 0. Also, the mission starts at time 0 and 
ends at t=10 hours, which is the end of the 
simulation. The mobility characteristics for 
search applications are summarized in Table 1. 
[1]. 

 

Table 1. Mobility parameters of a searching scenario.[1] 

Parameters Value 
Mobility Model Random Waypoint 

Low Speed Scenario Uniform(10,20) m/s 
Medium Speed Scenario Uniform(30,40) m/s 

High Speed Scenario Uniform(50,60) m/s 
Size 4݇݉ଶ , 25݇݉ଶ 

Number of UAVs 10,20,30 
Pause Time 0 seconds 
Start Time 0 seconds 
Stop Time End of Simulation 

Simulation Time 10 hours 

We defined three different UAV scenarios. The 
first scenario was  low speed search for UAVs 
and speed was changed based on a uniform 
distribution in the [10, 20] m/s interval.  The 

second scenario was  medium speed search, so 
the UAVs uniformly selected a velocity in the 
[30, 40] m/s interval. Finally, our high speed 
scenario had UAV speeds uniformly distributed 
in [50, 60] m/s. Note that these ranges of speeds 
are typical values for a UAANET including 
medium size UAVs [1, 20].  

The propagation model adopted in our 
simulations was a free space path loss, which 
modeled the propagation as a disc around the 
transmitter. [1] 

Based on packet reception power threshold, 
which is -95 dBm, the transmission range of the 
UAVs will be 1000 m. Transmit power to 
acquire such range is 0.00322798735385 W[1]. 
MAC layer specifications are also listed in Table 
2. The values for such a setting are assumed to 
be typical values for medium size UAVs based 
on [1, 21]. 

Table 2. MAC layer specifications.[1] 

Parameters  Value 
Protocol IEEE 802.11

Data Rate  1 Mbps 

Transmission Range  1000 m 

Packet Reception Power Threshold  ‐95 dBm 

Buffer Size  256000 bits 

For AODV, we set these parameters in OPNET 
as Table 3 shows: 

Table 3. AODV  parameters:[1] 

Parameters  Value 
Active Route Timeout  5 sec 

Hello Interval  Uniform (1,1.1) 

Allowed Hello Loss  3 

Net Diameter 35 

Node Traversal Time  0.04 

Route Error Rate Limit  10 pkts/sec 

TTL Start  1 

TTL Increment  2 

TTL Threshold  7 

Timeout Buffer  2 

 

7. Practical Results: 

In this section, simulation results for a searching 
mission with 10, 20 and 30 UAVs are displayed. 
We considered two size search region. The first 
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size was a 2000×2000m square (which was 
tested for number of UAVs equal to 10 and 20) 
and the other was a 5000× 5000 m square 
(which was tested for 10, 20 and 30 UAVs). 

We choose the following parameters: packet 
drop ratio (PDR), end-to-end delay, and 
overhead to compare the performance in these 2 
situations (AWGN, shadowed fading channel).  
In order to measure these 3 parameters, 10 
independent scenarios were generated in 
OPNET. Each of those scenarios was generated 
using a different seed of the pseudo-noise 
sequence generator available in the OPNET 
core. We considered the same 10 seeds for each 
situation. 

܀۲۾ ൌ  െ
ሻ܋܍ܛ/ܜ܍ܓ܋܉ܘሺ܂۳ۼۯۻ	܌܍ܞ܍ܑ܋܍܀	܋ܑ܉ܚ܂	ܔ܉ܜܗ܂
ሻ܋܍ܛ/ܜ܍ܓ܋܉ܘሺ܂۳ۼۯۻ	ܜܖ܍܁	܋ܑ܉ܚ܂	ܔ܉ܜܗ܂

ൈ  

܌܉܍ܐܚ܍ܞ۽ ൌ
ሻ܋܍ܛ/ܜ܍ܓ܋܉ܘሺ	܄۲۽ۯ	ܜܖ܍܁	܋ܑ܉ܚ܂	ܖܑܜܝܗ܀
ሻ܋܍ܛ/ܜ܍ܓ܋܉ܘሺ܂۳ۼۯۻ	ܜܖ܍܁	܋ܑ܉ܚ܂	ܔ܉ܜܗ܂

 

We applied the scenarios mentioned before, and 
concluded by showing the difference in AODV 
performance. We proved that we should take the 
channel state in consideration instead of always 
imposing AWGN (the case for all UAANETs 
protocol). We will present our results for 
AWGN and for shadowed fading channel in 
different scenarios, and then we will compare 
them. 

7.1 The Effect of Speed in AWGN 
Channel: 

We will show figures for some scenarios and 
only give the conclusion for others. For scenario 
10 UAVs, area 4݇݉ଶ	and AWGN channel, 
figures [2], [3], [4] illustrate the effect of speed 
on delay, overhead, PDR, respectively.  

 

Fig. 1  Impact of AWGN channel on delay of AODV in a searching 

scenario of area 4݇݉ଶ	including 10 UAVs. 

 

Fig. 2 Impact of AWGN channel on overhead of AODV in a 

searching scenario of area 4݇݉ଶ	including 10 UAVs. 

 

Fig. 3 Impact of AWGN channel on PDR of AODV in a searching 
scenario of area 	including 10 UAVs. 

From Figures [2], [3], [4], it can be shown when 
the speed increases: the delay decreases, as the 
amount of decreasing is approximately 20 
milliseconds, whereas PDR increases between 3 
to 4 % , and overhead increases slightly, this for 
an area of 4݇݉ଶ (10 UAVs). For 10 UAVs and 
area of 25݇݉ଶ, the delay increases significantly 
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when speed increases, ranging from 400 to 800 
milliseconds, but overhead and PDR increase 
slightly when speed increases. 

For scenario 20 UAVs, area 4݇݉ଶ	and AWGN 
channel ,figures [5], [6], [7], illustrate the effect 
of speed on delay, overhead, and PDR, 
respectively. 

 

Fig. 4 Impact of AWGN channel on delay of AODV in a searching 

scenario of area 4݇݉ଶ	including 20 UAVs. 

 

Fig. 5 Impact of AWGN channel on Overhead in a searching 
scenario of area size 	including 20 UAVs. 

 

Fig. 6 Impact of AWGN channel on PDR of AODV in a searching 
scenario of area size 	including 20 UAVs. 

Figures [5], [6], [7], show that delay and 
overhead increase slightly when speed increases, 
PDR increases between 3 to 4% when speed 
increases, this for scenario 20 UAVs, and area 
4݇݉ଶ. For 20 UAVs and area of 25݇݉ଶ we 
notice that: the delay increases significantly 
when speed increases, ranging from 500 ms to 
1.8 second, while PDR and overhead increase 
slightly when speed increases. 

For scenario 30 UAVs, area 25݇݉ଶ	and AWGN 
channel, figures [8], [9], [10], illustrate the effect 
of speed on delay, overhead, and PDR, 
respectively. 

 

Fig. 7 Impact of AWGN channel on delay of AODV in a searching 

scenario of area 25	݇݉ଶ	including 30 UAVs. 

 

Fig. 8 Impact of AWGN channel on overhead of AODV in a 

searching scenario of area 25	݇݉ଶ	including 30 UAVs. 
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Fig. 9 Impact of AWGN channel on PDR of AODV in a searching 
scenario of area 	including 30 UAVs. 

Figures [8], [9], [10], show an increase in delay 
of 900 ms when moving from low to medium 
speed. While overhead increases slightly with 
increased speed. PDR increases between 6 to 7% 
when  speed increases. 

7.2 The Effect of Area Size in AWGN 
Channel: 

In Table 4, we present the values obtained for 
AWGN channel, 10 UAVs and two different 
regions: 

Table 4. Impact of area on AODV performance. 

Area 
size 

Speed  Delay(sec)  Overhead  PDR % 

4݇݉ଶ  Low  0.072887  0.204555  4.311399 

Medium  0.054841  0.220098  8.092399 

high  0.036894  0.232201  11.54312

25݇݉ଶ
  Low  1.000739  0.132859  70.13906 

Medium  1.824383  0.143504  71.94213 

high  2.272426  0.151051  72.79462 

Table 4, shows the following: The time delay in 
area of 25݇݉ଶ is much greater than the time 
delay in area of 	4݇݉ଶ, where the increase 
ranges from about 900 ms to 2.2 second , 
overhead in 	4݇݉ଶ is larger by 0.1 of area of 
25݇݉ଶ. PDR in area 25݇݉ଶ is much greater 
than PDR in area of 4݇݉ଶ, where the increase 
ranges from 61 to 64%. 

In Table 5, we present the values obtained for 
AWGN channel, 20 UAVs and two different 
regions: 

Table 5. Impact of area on AODV performance. 

Area size  Speed  Delay(sec)  Overhead  PDR % 

  Low  0.01754 
 

0.233278 
 

3.651605 
 

Medium  0.021795 
 

0.267073 
 

7.455315 
 

High  0.026426 
 

0.294564 
 

10.71468 
 

  Low  2.943877 
 

0.225344 
 

47.9115 
 

Medium  4.714532 
 

0.26172 
 

50.03636 
 

High  5.209854 
 

0.287862 
 

51.29342 
 

Table 5 shows: The time delay in area of 25݇݉ଶ is 
much greater than the time delay in area 4݇݉ଶ, 
where the increase ranges from about 2.8 to 5.1 
second. Overhead does not change dramatically. PDR 
in area of 25݇݉ଶ is much greater than PDR in area 
of	4݇݉ଶ, where the increase ranges from 41 to 44%. 

7.3 The Effect of Node’s Number in 
AWGN Channel: 

In Table 6, we present the values obtained from 
the simulation for AWGN channel, different 
number of nodes, different areas, different 
speeds, and conclude by showing the effect of 
changing the node’s number on delay, PDR, and 
overhead. When the area is 4݇݉ଶ we get the 
following values: 

Table 6. Impact of node’s number on AODV performance. 

Speed  Num 
of 

Nodes 

Delay(sec)  Overhead  PDR % 

Low  10   0.072887  0.204555  4.311399 

20  0.01754  0.233278  3.651605 

Medium  10  0.054841  0.220098  8.092399 

20  0.021795  0.267073  7.455315 

High  10   0.036894  0.232201  11.54312 

20  0.026426  0.294564  10.71468 

Table 6, shows that when the number of nodes 
increases, the delay decreases between 10 to 60 
ms according to speed, while overhead increases 
slightly. But the PDR is still almost the same. 
When area is 25	݇݉ଶ we get the following 
results: 

Table 7. Impact of node’s number on AODV performance. 

Speed  Num  Delay(sec)  Overhead  PDR % 
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of 
Nodes 

low  10   1.000739  0.132859  70.13906

20  2.943877  0.225344  47.9115 

30  1.979325  0.324994  29.51298 

medium  10  2.272426  0.151051  72.79462 

20  4.714532  0.26172  50.03636

30  2.834521  0.397286  36.38951 

high  10   2.272426  0.151051  72.79462 

20  5.209854  0.287862  51.29342 

30  2.447201  0.445965  42.06993 

Table 7, shows that when node’s number and the 
speed increase, delay increases clearly and 
overhead increases slightly, while PDR 
decreases between 21 to 23%.  When the node’s 
number increases from 20 to 30, and the speed 
increases, delay decreases very sharply, 
overhead increases slightly, while PDR 
decreases between 10 to 17%. 

7.4 The Effect of Speed in Shadowed 
Fading channel: 

As mentioned before, the channel has been 
edited in OPNET by calculating the SNR 
according to [14] and assuming Kr=13.2 dB and 
ߪ ൌ 2.7. 

 

Fig. 10 Impact of shadowed fading channel on delay of AODV in a 

searching scenario of area 4݇݉ଶ	including 10 UAVs. 

 

Fig. 11  Impact of shadowed fading channel on overhead of AODV 

in a searching scenario of area 4݇݉ଶ	including 10 UAVs. 

 

Fig. 12 Impact of shadowed fading channel on PDR of AODV in a 

searching scenario of area 4݇݉ଶ	including 10 UAVs. 

For scenario 10 UAVs, and area 4݇݉ଶ	and 
shadowed fading channel, figures [11], [12], 
[13] illustrate the effect of speed on delay, 
overhead, and PDR. We concluded that delay 
decreases when speed increases, where the 
amount of decrease is almost 20 ms, but the 
overhead increases slightly when speed 
increases. PDR increases in range between 4 to 
6% when speed increases. For 10 UAVs and 
area 25݇݉ଶ	, we noticed that delay increases 
significantly when speed increases, with an 
increase between 500 to 700ms. Overhead and 
PDR increase slightly when speed increases.  
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Fig. 13  Impact of shadowed fading channel on delay of AODV in a 
searching scenario of area 	including 20 UAVs. 

 

Fig. 14 Impact of shadowed fading channel on overhead of AODV 
in a searching scenario of area 	including 20 UAVs 

 

Fig. 15 Impact of shadowed fading channel on PDR of AODV in a 
searching scenario of area 	including 20 UAVs. 

For scenario 20 UAVs, area 4݇݉ଶ and 
shadowed fading channel, figures [14], [15], 
[16] illustrate the effect of speed on delay, 
overhead, and PDR, respectively. We concluded 
that all of delay, PDR, and overhead increase 
slightly for an area of 4݇݉ଶ, when speed 
increases. For 20 UAVs and area of 25݇݉ଶ,we 
noticed that delay increases significantly when 
speed increases, with an increase between 800 to 

1.5 second, but overhead and PDR are 
increasing significantly when speed increases.  

 

Fig. 16  Impact of shadowed fading channel on delay of AODV in a 
searching scenario of area 		including 30 UAVs. 

 

Fig. 17 Impact of shadowed fading channel on overhead of AODV 
in a searching scenario of area size 	including 30 UAVs. 

 

Fig. 18  Impact of shadowed fading channel on PDR of AODV in a 
searching scenario of area 		including 30 UAVs. 

0

0,01

0,02

0,03

0,04

0,05

0,06

0,07

0,08

0,09

Low speed Medium speed High speed

D
e
la
y 
(s
ec
)

0

0,05

0,1

0,15

0,2

0,25

0,3

0,35

0,4

Low speed Medium speed High speed

O
ve
rh
e
ad

0

5

10

15

20

25

Low speed Medium speed High speed

P
a
ck
et
 D
e
liv
e
ry
 R
at
io
 (
P
D
R
) 
%

0

0,5

1

1,5

2

2,5

3

3,5

4

4,5

5

Low speed Medium speed High speed

D
e
la
y 
(s
ec
)

0,37

0,38

0,39

0,4

0,41

0,42

0,43

0,44

0,45

0,46

0,47

Low speed Medium speed High speed

O
ve
rh
e
ad

0

10

20

30

40

50

60

70

Low speed Medium speed High speed

P
ac
ke
t 
D
ro
p
 R
a
ti
o
 (
P
D
R
) 
%

Mohammed J. M.h. Alala et al,
International Journal of Communications 

http://www.iaras.org/iaras/journals/ijoc

ISSN: 2367-8887 21 Volume 3, 2018



 

For scenario 30 UAVs, area 25݇݉ଶ	and 
shadowed fading channel, figures [17], [18], 
[19] illustrate the effect of speed on delay, 
overhead, and PDR, respectively. We concluded 
that speed does not affect almost both time delay 
and PDR, but overhead sharply increases when 
speed increases. 

7.5 The Effect of Area Size in Shadowed 
Fading Channel: 

For scenario 10 UAVs, two different regions, 
and shadowed fading channel, Table 8 presents 
the values obtained from the simulation: 

Table 8. Impact of size area on AODV performance.  

Area 
size 

Speed  Delay(sec)  Overhead  PDR % 

4݇݉ଶ  Low   0.09281 
 

0.216387 
 

6.375849
 

Medium  0.070488 
 

0.238042 
 

12.16537
 

high  0.056888 
 

0.252532 
 

16.40759
 

25݇݉ଶ  Low   1.118598 
 

0.130344 
 

71.29629
 

Medium  1.840038 
 

0.13894 
 

74.22492
 

high  2.329676 
 

0.146711 
 

75.43061
 

Table8 shows the following: The delay in area 
of 25݇݉ଶ is much larger than delay in the area 
of	4݇݉ଶ where increase varies between 1 to 2.2 
second (according to increased speed). Overhead 
in area 4݇݉ଶ is larger by 0.1 of area 25݇݉ଶ. 
PDR in area of 25݇݉ଶ is much greater than 
PDR in area of	4݇݉ଶ, where the increase ranges 
from 59 to 65%. 

For scenario 20 UAVs, two different regions, 
and shadowed fading channel, Table 9 presents 
the values obtained from the simulation: 

Table 9. Impact of area size on AODV performance. 

Area 
size 

Speed  Delay(sec)  Overhead  PDR % 

4݇݉ଶ  Low  0.046147  0.290477  8.374345 
Medium  0.067156  0.340112  14.3305 
high  0.079615  0.378621  19.26815 

25݇݉ଶ  Low  3.59065  0.22984  53.45132 
Medium  5.153532  0.258337  55.76129 

high 5.962843  0.280368  58.66759 

Table 9 shows the following: The delay in time 
increases when the area increases, where the 
increase ranges between 3.8 to 5.8 seconds. 
Overhead does not change noticeably. PDR 
increases significantly when area increases; it 
increases between 39 to 45% 

7.6 The Effect of Node’s Number in 
Shadowed Fading Channel: 

Simulation results for shadowed fading channel, 
different numbers of nodes, and different speeds 
are shown in Table 10. It also concludes the 
effect of changing the number of node on delay, 
PDR, and overhead. In area size 4݇݉ଶ we get 
the following results: 

Table 10. Impact of node’s number on AODV performance. 

Speed  Num 
of 

Nodes 

Delay(sec)  Overhead  PDR % 

Low  10  0.09281  0.216387  6.375849 

20  0.046147  0.290477  8.374345 

Medium  10  0.070488  0.238042  12.16537 

20  0.067156  0.340112  14.3305 

High  10  0.056888  0.252532  16.40759 

20  0.079615  0.378621  19.26815 

Table10 shows that delay decreases while 
increasing node’s number according to low and 
medium speed. When the speed is high, delay 
increases. Overhead and PDR increase when 
node’s number increases. Simulation results 
when area is 25݇݉ଶ  are shown in Table 11: 

Table 11. Impact of node’s number on AODV performance. 

Speed  Num 
of 

Nodes

Delay(sec)  Overhead  PDR % 

low  10  1.118598  0.130344  71.29629 

20  3.59065  0.22984  53.45132 

30  3.300555  0.402569  46.52356 

medium  10  1.840038  0.13894  74.22492 

20  5.153532  0.258337  55.76129 

30  4.296427  0.423835  52.51347 

high  10  2.329676  0.146711  75.43061 

20  5.962843  0.280368  58.66759 

30  4.083053  0.458388  58.27868 

Table11 shows that delay increases by amount 
of 900 ms when node’s number increases from 
10 to 20 and speed from low to medium, and it 
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decreases in by amount of 200 ms when node’s 
number increases from 20 to 30 and move from 
medium to high speed. Overhead increases 
slightly when speed and number of nodes 
increase. PDR decreases when number of nodes 
and speed increase; the amount of decreasing 
ranges between 3 to 20%.  

8. Comparison Between AWGN 
and Shadowed Fading Channel: 

8.1 Scenario 10 UAVs and Area Size 
: 

- Time delay in the case of a shadowed fading 
channel is larger than time delay in AWGN 
channel by 20ms and increases when speed 
increases. 

- Overhead is not affected in either case. 
- PDR in the case of shadowed fading channel is 
approximately 6% higher than that of the 
AWGN channel and increases when speed 
increases. The same results obtained for 10 
UAVs and area of 25݇݉ଶ. 

 

 

8.2 Scenario 10 UAVs and Area Size 
:  

- Time delay in the case of a shadowed fading 
channel is larger than time delay in AWGN 
channel by 20ms, overhead and PDR aren’t 
affected in either case. 

8.3 Scenario 20 UAVs and Area Size 
: 

- Time delay in the case of a shadowed fading 
channel is larger than delay in AWGN channel 
by 30 to 50 ms and increases when speed 
increases. 

- Overhead is increasing by about 0.08 in 
shadowed fading channel.  

- PDR in the case of a shadowed fading channel 
increases approximately 5% to 9% over the state 

of AWGN channel and increases when speed 
increases. 

 

 

8.4 Scenario 20 UAVs and Area Size 
: 

- Time delay in the case of a shadowed fading 
channel is between 400 to 700ms higher than 
that of the AWGN channel and increases when 
speed increases. 

- Overhead is not affected in either case. 
- PDR in the case of a shadowed fading channel 
is approximately 5 to 7% higher than that of the 
AWGN channel. (It increases when speed 
increases). 

 

 

8.5 Scenario 30 UAVs and Area Size 
: 

- Time delay in the case of a shadowed fading 
channel is approximately higher than that of the 
AWGN channel by 1.4 to 1.7 seconds. (It 
increases when speed increases). 

- Overhead increases by 0.1 in shadowed fading 
channel.  

- PDR in the case of a shadowed fading channel 
is larger than PDR in the AWGN channel by 
17%. (It increases when speed increases). 

9. Conclusion: 

Channel has significant impact on performance 
of reactive routing protocol especially AODV, 
where the channel affects delay, PDR, and 
overhead. Delay in shadowed fading channel 
increases between 20 \ms to 1.6 seconds times 
according to scenario and speed. PDR in 
shadowed fading channel increases by about 2 to 
17% according to scenario and speed. So it is 
mandatory to take the channel model in 
consideration during design the AODV protocol.  
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Medium shadowing and intermediate multipath 
of channel are considered, where Kr=13.2 dB, 
ߪ ൌ 2.7	. So for future work, we can take other 
cases of channel and other protocols such as 
DSR for future researches. 

References: 

[1]. Shirani, Rostam. Reactive-greedy-reactive 
in unmanned aeronautical ad-hoc networks: A 
combinational routing mechanism. Diss. 
Carleton University, 2011. 

[2]. Anisha Shashi lata. A Review on Unmanned 
Aeronautical Ad-hoc Networks. International 
Journal of Science, Engineering and Technology 
Research (IJSETR) Volume 5, Issue 6. June 
2016. 

[3]. Pack, Daniel J., et al. "Cooperative control 
of UAVs for localization of intermittently 
emitting mobile targets." IEEE Transactions on 
Systems, Man, and Cybernetics, Part B 
(Cybernetics) 39.4 (2009): 959-970. 

[4]. Cheng, Chen-Mou, et al. "Performance 
measurement of 802.11 a wireless links from 
UAV to ground nodes with various antenna 
orientations." Computer Communications and 
Networks, 2006. ICCCN 2006. Proceedings. 
15th International Conference on. IEEE, 2006. 

[5]. Bing, Li. "Study on Modeling of 
Communication Channel of UAV." Procedia 
Computer Science 107 (2017): 550-557. 

[6]. Sharma, Shivangi, and Mr Anil Kumar. 
"Performance Analysis of OLSR, AODV, DSR 
MANETs Routing Protocols." International 
Journal of Engineering Science 7993 (2016). 

 [7]. Patel, D. N., Patel, S. B., Kothadiya, H. R., 
Jethwa, P. D., & Jhaveri, R. H. “A Survey on 
Reactive Adhoc Routing Protocols in MANET”. 
ICICES2014 - S.A.Engineering College, 
Chennai, Tamil Nadu, India. 2014 

[8]. Perkins, Charles, Elizabeth Belding-Royer, 
and Samir Das. Ad hoc on-demand distance 
vector (AODV) routing. No. RFC 3561. 2003. 

[9]. Sharma, Sanjeev Kumar, and Sanjay 
Sharma. "Improvement over AODV considering 
QoS support in mobile ad-hoc networks." 
International Journal of Computer Networks 
and Applications (IJCNA) 4.2 (2017): 47-61. 

[10]. Shahabi, Sina, Mahdieh Ghazvini, and 
Mehdi Bakhtiarian. "A modified algorithm to 
improve security and performance of AODV 
protocol against black hole attack." Wireless 
Networks 22.5 (2016): 1505-1511. 

[11]. Goyal, Sheetal. "An Improvement of 
AODV Routing Protocol for Vehicular Ad-hoc 
Networks (VANETs)." RTS 1024: 1024. 

[12]. Abu-Ein, Ashraf, and Jihad Nader. "An 
enhanced AODV routing protocol for 
MANETs." IJCSI International Journal of 
Computer Science Issues 11.1 (2014): 1694-
0814. 

[13]. Abedi, Omid, Mahmood Fathy, and 
Jamshid Taghiloo. "Enhancing AODV routing 
protocol using mobility parameters in VANET." 
Computer Systems and Applications, 2008. 
AICCSA 2008. IEEE/ACS International 
Conference on. IEEE, 2008. 

[14]. Aljuneidi, Wassim Yassin, Yasser M. 
Jaamour, &Khaldoun. Communication Channel 
Model between Two Neighbors in UAV 
Networks. International Journal of 
Telecommunications & Emerging Technologies, 
1(2), 11-27. 2015  

[15]. Simon, Marvin K., and Mohamed-Slim 
Alouini. Digital communication over fading 
channels. Vol. 95. John Wiley & Sons, 2005. 

[16]. Šimůnek, Michal. "propagation channel 
Modeling For low Elevation Links in Urban 
Areas." (2013). 

[17]. Romeu, Jordi, et al. "Small UAV 
radiocommunication channel characterization." 
Antennas and Propagation (EuCAP), 2010 
Proceedings of the Fourth European Conference 
on. IEEE, 2010. 

Mohammed J. M.h. Alala et al,
International Journal of Communications 

http://www.iaras.org/iaras/journals/ijoc

ISSN: 2367-8887 24 Volume 3, 2018



 

[18]. Camp, Tracy, Jeff Boleng, and Vanessa 
Davies. "A survey of mobility models for ad hoc 
network research." Wireless communications 
and mobile computing 2.5 (2002): 483-502. 

[19]. Bettstetter, Christian, Hannes Hartenstein, 
and Xavier Pérez-Costa. "Stochastic properties 
of the random waypoint mobility model." 
Wireless Networks 10.5 (2004): 555-567. 

[20]. “Unmanned aerial vehicles 
classification.”http://www.vectorsite.net/twuav.h
tml, [Accessed: September 2017]. 

[21]. Alshbatat, Abdel Ilah, and Liang Dong. 
"Performance analysis of mobile ad hoc 
unmanned aerial vehicle communication 
networks with directional antennas." 
International Journal of Aerospace Engineering 
2010 (2010). 

[22]. Aljuneidi, Wassim Yassin, Yasser M. 
Jaamour, and Khaldoun Khorzom. 
"Approximating Shadowed Rician Model to 
Other Simpler Models." International Journal of 
Embedded and Real-Time Communication 
Systems (IJERTCS) 7.1 (2016): 1-29. 

 

Mohammed J. M.h. Alala et al,
International Journal of Communications 

http://www.iaras.org/iaras/journals/ijoc

ISSN: 2367-8887 25 Volume 3, 2018




