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Abstract: - The flight dynamics are non linear, time invariant and uncertain, hence the flight dynamics are 
linearized at some flight conditions and thus flight control systems are designed by using these linearized 
mathematical models. These linearized mathematical models can be controlled by using nonlinear controllers. 
The principal objective of this paper is to design a Swarm Optimized Proportional Integral Derivative (PID) 
controller for a non linear pitch control system to obtain the desired pitch angle as commanded by the pilot 
while manoeuvring a Delta Aircraft (four engine very large cargo jet aircraft). Here the Bacterial Foraging 
Optimization is applied as offline to optimize the PID controller. A fine tuned PID controller (particle Swarm 
Optimization based) i.e. PSOPID and a neural controller are designed to compare and establish the superiority 
of our proposed system. It is further established that BFOPID controller provides better performance in 
comparison with Radial Basis function Neural Controller (RBFNC) and PSOPID controller in terms of early 
settling time and overshoot. 
 
Key-Words: PID Controller, BFOPID, PSOPID, RBFNC, Pitch Control System, Non linear controller.

 
1 Introduction 
In general an aircraft flies in a three dimensional 
plane by controlling its control surfaces such as 
aileron, rudder and elevator. These control surfaces 
control and change the motions of the aircraft about 
the roll, pitch and yaw axes [1]. Elevators are 
usually at the rarest end of an aircraft which controls 
the orientation of an aircraft by changing the pitch 
and angle of attack of the aircraft [2-3].Due to 
nonlinear, time varying and uncertain flight 
dynamics the flight control systems are very 
complicated to design. Thus the aircraft dynamics 
are linearized at some flight conditions and flight 
control systems are designed by using this linearized 
mathematical model of the aircraft. These linearized 
mathematical models can be controlled by using non 
linear controllers [4-9].As the flight dynamics are 
non linear and uncertain, the use of classical control 
systems may not provide the desired stability and 
performance characteristics. Thus instead of using 
these classical controllers other controllers like PID 
controller [2], neural controller [10], fuzzy 
controller [11], H∞ controller [12], etc are used. As 

the aircraft is a fast acting dynamic system the pitch 
angle plays an important role.Various techniques 
have been adopted for controlling the pitch angle of 
an aircraft such as non linear inversion/sliding 
technique [8], neural controller with learning 
mechanism [10], convex combination of transfer  
matrices of the system and controller[13], Self-
tuning fuzzy PID controller [11] etc. This research 
still remains as an open issue in present and future 
works. Now a day’s various optimization techniques 
are developed using swarming and social foraging 
behaviour for different controllers in order to 
develop an optimized controller to solve variety of 
problems. In the year 1991-1992, M Dorigo and 
colleagues developed an ant based optimization 
known as Ant Colony Optimization for the solution 
of hard combinatorial optimization problem. 
Eberhart and Kennedy developed Particle Swarm 
Optimization based on swarming strategy of bird 
and fish [14]. Farooq et al developed a bee inspired 
algorithm for routing in a telecommunication 
network. A relatively newer evolutionary 
computational algorithm based on a swarming 
strategy of E coli bacteria was developed and used 
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to develop adaptive controllers [15] and cooperative 
control strategies for autonomous vehicles [16-
17].Some hybrid BFO algorithms are also designed 
for better optimizations of the PID controller. These 
hybrid algorithms such as BFO hybrid with genetic 
algorithm is used for efficient control of an 
automatic voltage regulator [18] and with Particle 
Swarm optimization to get the better optimized 
values of PID control parameters [19].  
In this paper non linear control of an aircraft pitch 
control system using PID controller is presented. 
Bacterial foraging optimization is applied to offline 
optimized PID controller. Several performances of 
the proposed system are compared with a fine tuned 
PID controller (PSO-PID) and with a RBFN 
controller. The simulation result shows the 
superiority of the proposed system to the other 
systems presented in this article.  
The paper is organized as follows: In section 2 we 
present a Problem formulation for an aircraft pitch 
control System. Section 3 gives a brief review of 
design of RBFNC .Section 4 and 5 deal with PSO 
and BFO algorithms for optimizing PID controller 
parameters respectively. Section 6 deals with design 
of BFO and PSO based PID controller. Section 7 
deals with simulation and results. Finally conclusion 
and analysis are drawn in section 8. 
 

2 Problem Formulation 
 
The pitch angle of the aircraft is generally described 
by a coordinate system that is fixed to the aircraft 
[1]. The pitch angle and other forces acting in case 
of an aircraft are shown in figure 1. 
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         Fig.1 Description of pitch control system 
 
Where ߜா =Deflection of the elevator, ߠ	=Pitch 
angle, ߙ	= angle of attack and ߛ = flight path angle 
Xb, Yb and  Zb represents the aerodynamics forces. 
First, the aircraft is assumed to be in steady state 
cruising at constant altitude and velocity, thus the 
thrust and drag are canceled out, the lift and weight 
balance out each other. Second, the change in pitch 

angle does not change the speed of an aircraft under 
any circumstances. Also, the atmosphere in which 
the plane flies is assumed undisturbed, thus forces 
and moment due to atmospheric disturbance is zero. 
Hence longitudinal dynamics of an aircraft can be 
described by the following equations [20]. 
 
ሶݑ ൌ ܺ௨ݑ ൅ ܺ௪ ൅ ଴ܹݍ െ  (1)                     ߠ଴߮ݏ݋ܿ݃
ሶݓ ൌ ܼ௨ݑ ൅ ܼ௪ݓ ൅ ܷ଴ݍ െ ߠ଴߮݊݅ݏ݃ ൅ ܼఋಶߜா    (2) 
ሶݍ ൌ ݑ௨ܯ ൅ܯ௪ݓ ൅ܯ௪ሶ ሶ	ݓ ൅ ݍ௤ܯ ൅ܯఋಶߜா      (3) 

ሶߠ ൌ  (4)                                   ݍ
where ܺ௨,ܺ௪, ଴ܹ,ܼ௨,	ܼ௪,ܷ଴,ܯ௨,	ܯ௪,	ܯ௪ሶ  ௤ andܯ	,
ఋಶܯ  are called stability derivatives.  ,ݑ	,ݓ	ݍ are 
called change in speed, change in angle of attack 
and change in pitch angle respectively. 
The transfer function of the change in pitch angle to 
the change in elevator angle can be obtained from 
the change in pitch rates to the change in elevation 
angle in the following way 
ݍ ൌ ሶߠ                                           (5) 
Taking Laplace transform of equation 5 
ሻݏሺݍ        ൌ     ሻ                                  (6)ݏሺߠݏ
            

             
ఏሺ௦ሻ

ఋಶሺ௦ሻ
ൌ

ଵ

௦

௤ሺ௦ሻ

ఋಶሺ௦ሻ
                            (7) 

 

            
௤ሺ௦ሻ

ఋಶሺ௦ሻ
ൌ

௞೜ሺଵା௦ మ்ሻ

∆ೞ೛ሺ௦ሻ
                        (8) 

 

where 
௤ሺ௦ሻ

ఋಶሺ௦ሻ
 is the change in the pitch rate to the 

change in elevator deflection angle. 
Further, 

∆௦௣ሺݏሻ ൌ ଶݏ ൅ 2 ݏ௦௣ݓ௦௣ߴ ൅  ௦௣ଶ                  (9)ݓ

௦௣ݓ ൌ ൣܼ௪ܯ௤ െ ܷ଴ܯ௪൧
భ
మ                             (10) 

݇௤ ൌ ܼఋಶܯ௪ െܯఋಶܼ௪                               (11) 

ଶܶ ൌ
ெഃಶ

ା௓ഃಶெ ሶೢ

௞೜
                                         (12) 

The values of stability derivatives for flight 
condition -3 [20] of a delta aircraft is given below 

ܼ௪ ൌ െ0.925, ଴ܷ ൌ ,ଵିݏ253݉ ܼఋಶ ൌ െ9.51 

ܼఋ೟೓ ൌ 0.05 ൈ 10ିହ 

௪ܯ ൌ െ0.0011,ܯ௤ ൌ െ1.02,ܯఋಶ ൌ െ1.51 

Putting the values of stability derivatives in 
equations (7) and (8), we get 
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௤ሺ௦ሻ

ఋಶሺ௦ሻ
ൌ

ଵ.ଷ଼଺ାଵ.ହ௦

ሺ௦మାଶ.ଵଽ଼௦ାଵ.ଶଶଶሻ
                        (13) 

ఏሺ௦ሻ

ఋಶሺ௦ሻ
ൌ

ଵ.ଷ଼଺ାଵ.ହ௦

௦ሺ௦మାଶ.ଵଽ଼௦ାଵ.ଶଶଶሻ
                        (14) 

Thus equation 13 can be rewritten as 

ሻݐሸሺߠ ൅ ቀ
ଵ

ఛభ
൅

ଵ

ఛమ
ቁ ሻݐሷሺߠ ൅ ቀ

ଵ

ఛభఛమ
ቁ ሻݐሶሺߠ ൌ

௞

ఛభఛమ
ൣ߬ଷߜሶாሺݐሻ ൅

                                          (15)		ሻ൧ݐாሺߜ

From equations (14) and (15) we obtained the 
values of	߬ଵ,߬ଶ,߬ଷ and K are 0.8995 + 0.0968i , 
0.8995 - 0.0968i, 1.0824 and -1.1346 respectively. 

For larger elevation angle the model can be approximated 
as [15] 

ሻݐሸሺߠ ൅ ቀ
ଵ

ఛభ
൅

ଵ

ఛమ
ቁ ሻݐሷሺߠ ൅ ቀ

ଵ

ఛభఛమ
ቁܪ ቀߠሶሺݐሻቁ ൌ

௞

ఛభఛమ
ൣ߬ଷߜሶாሺݐሻ ൅  ሻ൧                                           (16)ݐாሺߜ

where ܪ൫ߠሶ൯ is a non linear function of ߠሶሺݐሻ . The 

function 	ܪ൫ߠሶ൯	can be found from the relationship 

between	ߜ and ߠሶ  ,which for a steady state becomes 

ሷߠ ൌ ሶߜ ൌ 0. An experiment known as “spiral test” 

has shown that the		ܪ൫ߠሶ൯ can be approximated by 

[21] 

ܪ ቀߠሶሺݐሻቁ ൌ തܽߠሶ ଷ ൅ തܾߠሶ                                            (17) 

The values of തܽ and തܾ are chosen to be 1 for our 
simulation and the maximum deviation of elevation 
angle is േ	15 degrees. 

2.1 Design of a digital controller for the aircraft 
pitch control system 
 
Let ܽ ൌ ቀ

ଵ

ఛభ
൅

ଵ

ఛమ
ቁ , b = ቀ

ଵ

ఛభఛమ
ቁ ,  ܿ ൌ

௞ఛయ
ఛభఛమ

   and   ݀ ൌ

	
௞

ఛభఛమ
 

The model should be in the form given below  

ሻݐሶሺݔ                         ൌ ݂൫ݔሺݐሻ,    ሻ൯ݐாሺߜ

ሻݐሺݕ ൌ ݃൫ݔሺݐሻ,  ሻ൯ݐாሺߜ

where ࢞ሺ࢚ሻ ൌ ሾ࢞૚ሺ࢚ሻ, ,ሻ࢚૛ሺ࢞    ሻሿ்࢚૜ሺ࢞

and ࢌ ൌ ,૚ࢌൣ ૜൧ࢌ,૛ࢌ
்

 

Putting the above values in equation (2), we get 

ሻݐሸሺߠ ൌ െܽߠሷሺݐሻ െ ܪܾ ቀߠሶሺݐሻቁ ൅ ሻݐሶாሺߜܿൣ ൅      ሻ൧ݐாሺߜ݀

(18) 

The 	ݔሶ௜ are chosen in such a way that they depend 
only on ݔ௜ and	ߜ. 

Choose  ݔሶଷሺݐሻ ൌ ሻݐሸሺߠ െ  ሻݐሶாሺߜܿ

so 	ݔଷሺݐሻ ൌ ሻݐሷሺߠ െ  ሻݐாሺߜܿ

Choose ݔሶଶሺݐሻ ൌ ሻݐଶሺݔ ሻ thusݐሷሺߠ ൌ  .ሻݐሶሺߠ

Finally choose ݔଵሺݐሻ ൌ   ߠ

The above assumption gives the following equations 

ሻݐሶଵሺݔ ൌ ሻݐଶሺݔ ൌ 	 ଵ݂൫ݔሺݐሻ,  ሻ൯ݐாሺߜ

ሻݐሶଶሺݔ ൌ ሻݐଷሺݔ ൅ ሻݐாሺߜܿ ൌ ଶ݂൫ݔሺݐሻ,  ሻ൯ݐாሺߜ

ሻݐሶଷሺݔ ൌ െܽߠሷሺݐሻ െ ܪܾ ቀߠሶሺݐሻቁ ൅  ሻݐாሺߜ݀

But ߠሷሺݐሻ ൌ ሻݐሶଷሺݔ ൅ ሻݐଶሺݔ	,ሻݐሶாሺߜܿ ൌ   ሻ andݐሶሺߠ

ଶሻݔሺܪ ൌ തܽߠሶ ଷ ൅ തܾߠሶ  
          ൌ തܽݔଶ

ଷሺݐሻ ൅ തܾݔଶሺݐሻ 
Thus 	ݔሶଷሺݐሻ ൌ െܽሾݔଷሺݐሻ ൅ ሻሿݐாሺߜܿ െ ܾሾݔଶ

ଷሺݐሻ ൅
ሻሿݐଶሺݔ ൅ ሻݐாሺߜ݀ ൌ ଷ݂൫ݔሺݐሻ,  ሻ൯                 (19)ݐாሺߜ

Also we have   ߠ ൌ ݃൫ݔ, ௥௘௙൯ߠ ൌ              ଵݔ

In this paper, for simulation purpose the above 
controller is used for all pitch control systems. The 
values of	߬ଵ,߬ଶ,߬ଷ and K are 0.8995 + 0.0968i , 
0.8995 - 0.0968i, 1.0824 and -1.1346 respectively 
for a Delta aircraft (flight condition 3)[20]. 

2.2 Design of a discrete time PID controller for 
aircraft pitch control system 

The Proportional-Integral-Derivative (PID) 
controller is used for its simplicity. After installation 
of PID controller the user has to adjust the three 
parameters i.e. Kp, Ki and Kd. Here our proposed 
BFO and PSO based PID controllers adjust the 
control parameters (Kp, Ki and Kd) to obtain desired 
pitch angle. Backward difference approximation 
method is used to discretize the PID controller. 
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A PID controller in time domain can be defined as 
[22]. 

ሻݐሺݑ ൌ ௣ܭ ൅ ௜ܭ ׬ ݁ሺ߬ሻ	݀߬
௧
଴ ൅	ܭௗ

ௗ

ௗ௧
݁ሺݐሻ              

(20)    

The above equation can be converted to S domain 
by taking the Laplace transform. 

Taking Laplace transform of equation (20) we get  

ሻݏሺܩ ൌ ௣ܭ ൅
௄೔
௦
൅                                            ௗܭݏ

(21) 

Again to implement the PID controller in digital 
domain the above controller should be converted to 
discrete with the help of Z transform. 

Taking Z Transform of equation (21) we get  

ܷሺݖሻ ൌ ቂܭ௣ ൅
௄೔

ଵି௓షభ
൅ ௗሺ1ܭ െ ܼିଵሻቃ           ሺܼሻܧ

(22) 

Thus equation (22) with rearrangement becomes, 

ܷሺݖሻ ൌ ൤
ሺ௄೛ା௄೔ା௄೏ሻା൫ି௄೛ିଶ௄೏൯௓షభା௄೏௓షమ

ଵି௓షభ
൨             ሺܼሻܧ

(23) 

Let ܭଵ ൌ 	 ሺܭ௣ ൅ ௜ܭ ൅   ௗሻܭ

ଶܭ ൌ െܭ௣ െ  ௗܭ2

ଷܭ ൌ  ௗܭ
So equation (23) becomes 
 

ܷሺݖሻ ൌ ቂ௄భା௄మ௓
షభା௄య௓షమ

ଵି௓షభ
ቃ  ሺܼሻ                        (24)ܧ

ܷሺݖሻ െ ܼିଵܷሺܼሻ ൌ ሾܭଵ ൅ ଶܼିଵܭ ൅        ሺܼሻܧଷܼିଶሿܭ
(25) 

The equation (25) is again converted back to a 
difference equation as 

ሾ݇ሿݑ ൌ ሾ݇ݑ െ 1ሿ ൅ ݇ଵ݁ሺ݇ሻ ൅ ݇ଶ݁ሺ݇ െ 1ሻ ൅ ݇ଷ݁ሺ݇ െ 2ሻ   
(26) 

The above equation is the mathematical 
representation of PID controller in discrete domain 
which is used in the present work. 

3 Radial Basis Function Neural Controller 

Radial Basic Function Neural Network is an 
artificial neural network that uses radial basis 
functions i.e. Gaussian functions. Radial basis 
neural networks are feed forward networks 
containing hidden nodes as radial basis functions. In 
these types of networks first the weight from input 
to hidden nodes are determined and then the weights 
from hidden to output nodes are determined. The 
training /learning of these networks are very fast and 
are very good at interpolation [23]. Radial Basis 
Function Neural Network with single neuron output 
y is presented in figure-2 which consists of three-
layers. The output can be represented as		࢟ ൌ
ݔ ሻ where࢞௥௕௙ሺܨ ൌ ሾݔଵ, ,ଶݔ ଷݔ … . .  ௡ሿ் is the inputݔ

and ܴ௜ሺݔሻ  is the output of the ith receptive field with 
strength denoted by	ܾ௜. 

 

Fig. 2 Radial Basic Function Neural Network 

Assuming  ݊ோ receptive fields present in the 
2RBFNC, the output y can be written as 

࢟  ൌ ሻ࣐,࢞ሺ	௥௕௙ܨ ൌ ∑ 	ܾ௜
௡ೃ
௜ୀଵ              (27)			ሻ࢞ሺ࢏ࡾ

Where ߮ holds the parameters of the receptive field 
units which consist of the parameters bi and possibly 
the parameters of the		ܴ௜ሺݔሻ. The Gaussian-shaped 
functions are preferred for analytical convenience 
i.e. 

ሻ࢞௜ሺࡾ             ൌ ݌ݔ݁ ቈ
ห࢏࡯ି࢞ห

૛

࢏࣌
૛ ቉                           (28) 

where ࢏࡯ ൌ ଵܥൣ
௜, ଶܥ

௜ ௡௜ܥ………… ൧
்
		parameterize the 

locations and ߪ decides the spreading of the  
receptive fields in the input space. The weighted 
average output of the RBF neural network can be 
written as  
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࢟ ൌ ,ݔሺ	௥௕௙ܨ ߮ሻ ൌ
∑ 	௕೔
ࡾ࢔
స૚࢏ ሻ࢞ሺ࢏ࡾ

∑ ሻ࢞ሺ࢏ࡾ
ࡾ࢔
స૚࢏

                         (29) 

3.1 Design of Radial Basis Function Neural 
Controller for Aircraft Pitch control System 

In this section we  modify the Pitch control system 
which is designed baseing on RBFNC. Here the 
Pitch control system utilizes a RBFN controller. The 
RBFNC for aircraft pitch control system is shown in 
figure 3.  

The error ݁ሾ݇ሿ and derivative of that error ( ሶ݁ ሾ݇ሿ) are 
the inputs to the RBFNC expressed as 

݁ሾ݇ሿ ൌ ௥௘௙ሾ݇ሿߠ െ  ሾ݇ሿ                                    (30)ߠ

and 

ሶ݁ ሾ݇ሿ ൌ ሶ௥௘௙ሾ݇ሿߠ െ  ሶሾ݇ሿ                                 (31)ߠ

 

Fig.3 RBFNC for an aircraft pitch control system 

Using a backward difference approximation 

                                                      	 ሶ݁ 	 ൎ
௘ሺ௞்ሻି௘ሺ௞்ି்ሻ

்
ൌ ܿሺ݇ܶሻ				                       (32) 

where 

k = time step size. 

T=Sampling period (controller). 

From the figure 3 it is clear that the output of RBFN 
Controller for Pitch control system can be defined as 
[14] 

ሾ݇ሿߜ ൌ ,௥௕௙ሺ݁ሾ݇ሿܨ ܿሾ݇ሿሻ                                  (33) 

where ܿሾ݇ሿ ൌ
ௗ

ௗ௞
݁ሾ݇ሿ  

4 Particle Swarm Optimization 

Kennedy and Eberhert in 1995 introduced a new 
technique based on social-psychological theory of 
fish schooling and bird flocking [14]. Here the 
intelligent swarms (particles) are moved in a two 
dimension search space according to simple 
mathematical formulae over the particle's position 
and velocity. Each particle's movement is influenced 
by its local best known position (Pbest) and also 
guided towards the global best known positions 
(gbest), which are updated as better positions found 
by other particles. The PSO concept consists of 
changing the velocity of each particle toward its 
pbest and gbest locations. The PSO has a good 
computational efficiency with stable convergence 
characteristic. The position of each particle in space 
is calculated using simple mathematical formulae 
shown below 

௜ௗݒ 
௧ାଵ ൌ .ݓ ௜ௗݒ

௧ ൅ ܿଵ. ଵ൫ߴ ௜ܲௗ
௧ െ ௜ௗݔ

௧ ൯ ൅ ܿଶ. .ଶߴ ൫ ௚ܲௗ
௧ െ

௜ௗݔ
௧ ൯                                                              (34) 

Where    		ݔ௜ௗ
௧ାଵ ൌ ௜ௗݔ

௧ ൅ ௜ௗݒ
௧ାଵ                       (35) 

௜ݒ
௧ାଵ: Component in dimension d of the 

thi particle 
velocity in iteration t  

௜ௗݔ
௧ : Component in dimension d of the 

thi particle 
position in iteration t 

ܿଵ, ܿଶ	: Constant weight factors. 

 .ଶ: Random factors in the [0, 1] intervalߴ,ଵߴ

௜ܲ: Best position achieved so long by particle i  

௚ܲ: Best position found by the neighbors of particle 

i  

 Inertia weight :ݓ

 The PSO algorithm requires tuning of some 
parameters such as individual, sociality weights 
ܿଵ, ܿଶ and the inertia factor	ሺݓሻ. 

4.1 Algorithm 

Step [1] Initialize the particles 

Step [2] Calculate the fitness value of each particle.  
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Step [3] Compare the current fitness with the best 
previous fitness. 

 If the current fitness better than previous 
best fitness then current fitness= pbest 

 Else previous best fitness = pbest. 

Step [4] Calculate the best of pbest  and denote it as 
gbest. 

Step [5] Calculate the velocity of each particle using 
equation (20). 

Step [6] Then the position of each particle can be 
updated by using equation (21). 

Step [7] Maximum iteration reach yes the process is 
stop otherwise go to step 2. 

5 Bacterial Foraging Optimization 

The E-coli bacteria consists of a plasma membrane, 
cell wall and a capsule. The cell is about 1݉ߤ 
diameter and 2	݉ߤ in length and the weight is about 
1 picogram. The E-coli bacterium has a control 
system that enables it to search for food and avoid 
noxious environments [16]. The control mechanism 
of E-coli bacteria is described by following 4 steps.  

 

   Fig. 4 E coli bacteria while it swimming and 
tumbling 

5.1 Swimming and Tumbling  

The E-coli bacterium has set of rigid flagella that 
enable it to swim. It can move in two different 
ways: swim and tumble. The flagellum can rotate 
clock wise and counter clock wise as shown in 
figure 4. If the flagellum rotates clockwise then the 
bacteria tumble and if it is anticlockwise then the 

bacteria swim. The Bacteria can swim up to a 
maximum no of Ns steps.  

5.2 Chemotaxis 

The chemotaxis step is the combination of 
swimming and tumbling for example if an E-coli 
bacterium is in some substance that is neutral then 
the flagella simultaneously alternates between 
counter clockwise and clockwise, thus the bacteria 
will alternately tumble and swim. The maximum no 
of swim with in a chemotaxis is Ns and when the 
swim steps are stop the tumble action  takes place. 

5.3 Reproduction 

After Nc chemotaxis step a reproduction step is 
taken. Let Nre be the no of reproduction steps. If S is 
the total no of bacterium and Sr be the No of 
bacterium having sufficient nutrients so that they 
will reproduce with no mutation. 

 Let 		ܵ௥ ൌ
ௌ

ଶ
	                                                      (23) 

The ܵ௥ poor healthy bacteria will die and other ܵ௥ 
healthy bacteria will survive. Each healthy 
bacterium will then split into two. 

5.4 Elimination and dispersal 

Elimination and dispersal event arises if all the 
bacteria in a region are killed or some of the bacteria 
are dispersed into a new environment. Due to 
elimination and dispersion the chemotaxis process is 
destroyed but this process also assists the 
chemotaxis process like it placed the bacteria near 
good food source. 

5.5  Algorithm 

1. Initialized the parameter p, S, Nc, Ns, Nre , Ned, Ped. 

Where 

p = Dimension of search space 

S = No. of Bacteria 

௖ܰ= No. of chemotactic steps taken by each bacteria 

௦ܰ=No of stepsize 
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௥ܰ௘= No of reproduction steps 

௘ܰௗ= No. of elimination and dispersal events 

௘ܲௗ = Probability of elimination and dispersion 

2. Elimination and dispersal loop l=l+1 

2.1 Reproduction loop k=k+1 

2.2 Chemotaxis loop j=j+1 

5.5.1 Chemotaxis 

I. For i=1, 2, 3 …S take a chemotaxis step 
for bacteria i 

II. Compute  ܬሺ݅, ݆, ݇, ݈ሻ Letܬሺ݅, ݆, ݇, ݈ሻ ൌ

,ሺ݅ܬ ݆, ݇, ݈ሻ ൅ ஼஼ܬ ቀ߮௜ሺ݆, ݇, ݈ሻ, ܲሺ݆, ݇, ݈ሻቁ 

(add on the cell to cell attractant effect to 
the nutrient concentration). 

III. Let  ܬ௅௔௦௧ ൌ ,ሺ݅ܬ ݆, ݇, ݈ሻ to save this value 
for finding better value via tumble. 

5.5.2 Tumble 

Generate a random vector (∆ሺ݅ሻ߳	ܴ௣) between [-1,1] 
with each element ∆௠ሺ݅ሻ,where  m=1,2,3………P. 

Move: 

I. Let  

߮௜ሺ݆1, ݇, ݈ሻ	߮௜ሺ݆, ݇, ݈ሻ	ܥሺ݅ሻ
∆ሺ௜ሻ

ඥ∆೅ሺ௜ሻ∆ሺ௜ሻ
 

This results in a movement of stepsize ܥሺ݅ሻ 
in the direction of tumble. 

II. Compute ܬሺ݅, ݆ ൅ 1, ݇, ݈ሻ (New Cost 
function). 

Swim 

I. Let m=0 (Counter for swim length). 
II. while m < Ns (if have not climbed down 

too long). 
III. Let m=m+1 
IV. If  ܬ௅௔௦௧ ൌ ,ሺ݅ܬ ݆ ൅ 1, ݇, ݈ሻ ൏ 	  ௅௔௦௧  (ifܬ

doing better), let	ܬ௅௔௦௧ ൌ ,ሺ݅ܬ ݆ ൅ 1, ݇, ݈ሻ. 
V. ߮௜ሺ݆ ൅ 1, ݇, ݈ሻ ൌ

߮௜ሺ݆, ݇, ݈ሻ	ܥሺ݅ሻ
∆ሺ௜ሻ

ඥ∆೅ሺ௜ሻ∆ሺ௜ሻ
 and use this 

ሺ݆ ൅ 1, ݇, ݈ሻ  to compute the new	ܬሺ݅, ݆ ൅
1, ݇, ݈ሻ .  

VI. Else let m = Ns. (End of while 
statement). 

VII. Go to the next bacterium (i+1). if ݅ ് ܵ 
go to next bacterium. 

VIII. if ܬ ൏ ௖ܰ go to step 2.2. 

5.5.3 Reproduction  

I. For a given k and l and for each i=1, 2, 3 

…S, let  ܬ௛௘௔௟௧௛
௜ ൌ ∑ ,ሺ݅ܬ ݆, ݇, ݈ሻே಴ାଵ

௝ୀଵ   be the 

health of bacterium i. 
II. The S, bacteria with the highest	ܬ௛௘௔௟௧௛ 

values die and the other ܵ௥ Bacteria with the 
best values split. 

III. If	ܴ ൏ ௥ܰ௘, go to step 2.1.  

5.5.4 Elimination and dispersal  

I. For i=1, 2, 3……S   with probability	 ௘ܲௗ  
eliminate and disperse each bacterium 
keeping population constant.  

II. If		݈ ൏ ௘ܰௗ, then go to step 2; otherwise end. 

6  Design of BFO /PSO Based PID Controller 
for Aircraft Pitch Control System 

The closed loop PID controller with aircraft pitch 
control system is shown in figure 5. 

 

Fig.5 BFO/PSO based PID controller for Pitch 

control of an Aircraft. 

 

The error e  used as input to the PID controller is 
	݁ሾ݇ሿ ൌ ௥௘௙ሾ݇ሿߠ െ  ሾ݇ሿ                                  (36)ߠ
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ாሺ݇ሻߜ ൌ   ௦௪௔௥௠ൣ݁ሾ݇ሿ൧                                     (37)ܨ

It is decided in the designing of pitch controller that 
elevator not to exceed more than	േ	15 degrees in 
either upward or downward direction or the change 
of error not to be more than 0.01 radian/sec.  It 

concludes range of error e as ݁	߳	 ቂെ
గ

ଶ
,
గ

ଶ
ቃ.The 

sampling time is 10 sec. so that a  new plant input is 
calculated every 10 sec and applied to the elevator. 
The controller output is obtained after optimizing 
the mean square error using BFO and PSO 
techniques at every iteration of the simulation. Now 
the controller output becomes the input to the plant 
producing a particular value of pitch angle	ߠ.This is 
repeated till the mean square error reduces to zero 
offering the desired pitch angle as commanded by 
the pilot.  

7 Results and Analysis  

The No. of Bacteria	ሺܵሻ, dimension of search space 
(P), no. of chemotactic steps (Nc), no of 
reproduction steps (Nre), no. of elimination and 
dispersal events (Ned) and probability of elimination 
and dispersion (Ped) are taken as 30, 3,4,4,2 and 0.25 
respectively for BFO simulation. The optimized PID 
parameters Kp, Ki and Kd are obtained here as 
1.3285, 0.0084 and 0.585 respectively. The mean 
square error is found to be 0.7346. In case of PSO 
the value of parameters for no. of birds, bird steps, 
dimension of the problem, parameter C1, Parameter 
C2, and inertia weight (w) are taken as 50, 50, 3, 
1.23, 3 and 0.9 respectively. The optimized PID 
parameters Kp, Ki and Kd are obtained as 1.3021, 
0.9141, 4.554 and mean square error is found to be 
1.0688 for PSO technique. In case of RBFNC the 
receptive field unit (nR),  no of inputs (n) are taken 
as 121 and 2 respectively. The mean square error is 
found here to be 2.938.  The step responses of the 
closed loop pitch control system for all techniques 
are plotted and shown in the figure 9. The 
corresponding mean square error plots are plotted in 
figure 10. 
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Fig.6 The step response between actual pitch angle 
and desired pitch angle using BFOPID 
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Fig.7 The output of PID controller (degree) 
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Fig.8 The pitch angle error of BFOPID Pitch control 

system  
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 Fig.9 Comparison of pitch angle responses of 

BFOPID, PSOPID, and RBFNC 
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 Fig.10 Comparison of error using BFOPID, 

PSOPID, and RBFNC 

Table  1 Comparison of Time Domain 

Performance Specifications 

 
Techniques 

 

 
MSE 

 
Tr(sec) 

 

 
Ts(sec) 

 

 
OS 
(%) 

 
BFO 0.7346 2.166 6.611 6.7 

PSO 1.068 1.99 8.914 15.4 

RBFNC 2.938 7.004 11.16 0 

8 Conclusion 

The comparative analysis for all methods are 
discussed and shown in the Table 1. The overshoot 
is much less in case of BFOPID controller compared 
to PSOPID technique. In case of RBFNC the over 
shoot is zero but the settling time is very high. As 

aircraft is a fast acting dynamic system the settling 
time always plays a crucial role in case of takeoff 
and landing. BFOPID controller offers early settling 
time amongst all the techniques. In case of rise time 
BFOPID and PSOPID controllers exhibit better 
performance than RBFNC. The MSE is also less in 
BFOPID controller compared to all methods. For 
maneuvering the aircraft BFOPID pitch control 
system is a better system among the three systems 
offering the desired pitch angle as required by the 
pilot. 
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