Abstract: There are too many web services worldwide. Because of it, the manual design of an efficient and low-cost sequence of services to do a task (i.e. Optimal Workflow), is hard and complicated. To solve the mentioned problem, software producers decided to use the methods in the design of the optimal workflow of web services. It means that the optimal workflow is automatically designed by using methods. Presentation of a novel method for the automatic design of the optimal workflow is main goal in this paper. The hypothesis is that if Floyd’s algorithm is applied to the design of workflow then the workflow would be optimal. During an experiment, the proposed method was compared with an analogous method named multi-criteria search algorithm. The obtained results showed that the presented method correctly recognizes the optimal workflow.
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1. Introduction

After the creation of the web services, the software developers decided to decrease the cost of production of their projects by making a sequence of the services. Initially, the design of workflow was manual. Since the number of the web services has gradually grown worldwide, the manual design of the optimal workflow is presently very hard. Hence, the optimal workflow is now made by algorithms. In this paper, a method based on Floyd’s Algorithm (FA-based method) is presented that can correctly recognize the optimal workflow. The structure of this paper is as follows in the sequel. The first section is related to some introductory notes. In the second section, a few of methods which can automatically design the optimal workflow are reviewed. In the third section, the proposed method is explained. In the fourth section, it is experimentally shown that the proposed method correctly recognizes the optimal workflow. And finally, in the fifth section, a general conclusion is presented.

2. The related works

In this part, a few of methods which are in conjunction with the design of the optimal workflow, are glimpsed. Some of methods are based on a model. For instance, the method proposed in [1] is a method that finds the optimal workflow through a model named WS-data (Web Service-data). This model focuses on data exchanges in composing web services. In this method, several operators (e.g. selection, union, projection, and join) with varying their properties can compose web services. Considering [2], several methods work based on artificial intelligence. These methods are desirable in non-deterministic, uncertain, and distributed environments due to the use of artificial intelligence (AI). Artificial intelligence is a useful tool to obtain optimal workflow in an environment for which quality of service is an important principle. There are methods which are able to bind a service to another service in the run-time status. These methods follow the mentioned approach to achieve a set of the best services by which an optimal workflow is made. An instance of above-mentioned methods has been explained in [3]. At last, a group of methods are based on the graph. In [4], there is a method named Quality
Dependency Graph (QDG). This method models the relationship among enterprises and then evaluates the candidate enterprises in the service selection process. QDG Method uses two algorithms to obtain the optimal workflow. The first algorithm is applied to create quality dependency graph and the second algorithm is used to get the needed services.

3. The suggested method

The suggested method for determining the optimal workflow is composed of five steps which have been shown in figure 1.

![Figure 1. The steps of the design of the optimal workflow](image)

In sequel, each of five phases will separately be discussed. Note that the very simple examples are used to easily understand the stages of the proposed method.

**Step 1** - The original graph is a directed graph which consists of initial node (initial state), intermediate nodes, goal node (goal state), and several edges which play the role of services. Initial node only includes inputs which are related to some of services. The intermediate nodes include the inputs and outputs which belong to services. It means that existing parameters in the intermediate nodes, on one hand, are outputs of one service or more, and on the other hand, are taken into account as inputs of other services. The goal node only includes outputs of services. For example, figure 2 indicates a graph which has four nodes. Initial node and goal node are named initial state and goal state respectively. Also, nodes A and B are the intermediate nodes. Inputs of services S1, S2, S3, and S4 are gotten from initial node and their outputs are placed in nodes A and B and given to services S5 and S6 as inputs. At last, outputs of S5 and S6 are inserted into goal state.

![Figure 2. The original graph](image)

**Step 2** - In this step, the cost of service is computed through the parameters of quality of service. Quality of any service is stated by the criterions such as the access time, the execution time, distance, and so on. Each of criterions has a weight which indicates the value of importance of criterion. The following formula that is based on the criterions of quality of service and their weight, computes the cost of service \( C(S) \).

\[
C(S) = \sum_{i=1}^{n} w_c_i \times v(c_i) \tag{1}
\]

In equation (1), \( c_i \) is criterion, \( v(c_i) \) is the value of \( c_i \) for service \( S \), \( w_c_i \) is the weight of criterion \( c_i \), and \( C(S) \) shows the cost of service \( S \).

For example, supposing, there are two criterions of quality for an existing service in graph shown in figure 2 (e.g. p and q), the cost of any service is computed by:

\[
C(S_i) = w_q \times v_i(q) + w_p \times v_i(p) \quad 1 \leq i \leq 6 \tag{2}
\]

Where \( q \) and \( p \) are criterions, \( v_i(q) \) and \( v_i(p) \) are the values of \( q \) and \( p \) that belong to service \( S_i \), \( w_q \) and \( w_p \) are weight of \( q \) and weight of \( p \) respectively, and \( C(S_i) \) shows the cost of service \( S_i \).
Step 3- In this stage, the original graph must be converted into the simple graph. The simple graph is a graph having up to a directed edge between any two nodes, such as ‘C’ and ‘D’, where the edge is started from ‘C’ and ended to ‘D’ (i.e. an edge from C to D).

Considering what was said above, for converting the graph of figure 2 into the simple graph, any two nodes between which two edges or more exist must be specified. Afterwards, all edges between two nodes except the lowest-cost edge must be eliminated. Supposing, in the original graph of figure 2, the costs of S1and S3 are the lowest, the simple graph is shown as follows:

![Figure 3. The simple graph](image)

The cause of selecting the lowest-cost edge (service) is that an optimal workflow must contain the lowest-cost edges (services), otherwise, the workflow is never optimal.

Step 4- Now, the cost matrix is obtained by the simple graph. Each of elements of the cost matrix indicates the cost of an edge(service). If there is an edge(service) from a node to another in the simple graph then the cost of edge(service) is inserted into the cost matrix. If there are no edges/services from a node to another then ‘∞’ is inserted into the cost matrix. Considering what was said above, the cost matrix of the simple graph shown in figure 3 is as:

\[
\begin{bmatrix}
\infty & C(S1) & C(S3) & \infty \\
\infty & \infty & \infty & C(S6) \\
\infty & \infty & \infty & C(S5) \\
\infty & \infty & \infty & \infty
\end{bmatrix}
\]

Step 5- In this step, role of floyd’s algorithm is understood. In this paper, the proposed idea for the design of the optimal workflow is based on floyd’s algorithm. Floyd’s algorithm is an algorithm which can show the lowest-cost path between two nodes. Pseudo code of floyd’s algorithm is as follows:

```c
1 void Floyd ( const number m[][], number D[][],
2 index path[][],int n)
3 { index i, j, k ;
4   for ( i=1; i <= n ;i++)
5     for ( j=1; j <= n ;j++)
6     
7     Path[i][j]=0;
8     D = m;
9     for ( k=1 ; k <= n ;k++)
10       for ( i=1; i <= n ;i++)
11       for ( j=1; j <= n ;j++)
12 
13       if (D[i][k] + D[k][j] < D[i][j])
14         
15         D[i][j] = D[i][k] + D[k][j] ;
16   }
```

There are four inputs in the above pseudo code. The first input is matrix m which indicates a graph. It means that matrix m shows a graph. The second input is matrix D which is used for finding the lowest-cost path between two nodes. The mentioned matrix is initially equal to matrix m and its elements gradually change during the run of floyd’s algorithm. The third input is a matrix named path which shows the lowest-cost path between any two nodes. The last input is number n which shows size of matrices. The cost matrix is delivered to floyd’s algorithm as input m. After the algorithm was executed, the optimal workflow is obtained by matrix path as follows:

Suppose that matrix ‘path’ is as:

\[
\begin{bmatrix}
0 & 0 & 2 & 3 \\
0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0
\end{bmatrix}
\]

In the above matrix, rows 1,2,3, and 4 (from up to down), show initial node, node 2, node 3, and goal node respectively. Also, columns 1,2,3, and 4 (from left to right), indicate initial node, node 2, node 3, and goal node respectively. The optimal workflow is equal to a set of the lowest-cost edges/services between initial node and goal node.
Considering matrix ‘path’, it is understood that path[1,4]=3. It means when the transition is done from initial node to goal node via node 3, the cost of the transition becomes lower. Figure 4 shows the above explanation.

![Figure 4. Node 3 between initial node and goal node](image)

On the other hand, path[1,3]=2 shows that if the transition is done from initial node to node 3 through node 2 then the cost of the transition will become lower. In other words, S1 is replaced by S2 and S3. It has been drawn in figure 5.

![Figure 5. Node 2 between initial node and node 3](image)

Now, edges/services S2, S3, and S4 make the lowest-cost path between initial node and goal node. Therefore, the optimal workflow is \{S2, S3, S4\}.

### 4. Experiment

In this experiment, the proposed method is compared with an analogous method named multi-criteria search algorithm (available at [http://www.eng.utoledo.edu/~gserpen/Publications/ENA SE%202010%20Manuscript.pdf](http://www.eng.utoledo.edu/~gserpen/Publications/ENA%202010%20Manuscript.pdf)) to be proved that its mechanism is correct in recognition of the optimal workflow. Multi-criteria search algorithm is a method that works like the proposed method. This method considers the services and their input/output as edges and nodes of a graph. It uses many criterions of quality to compute cost of the transition from initial node to goal node as the proposed method computes the cost of the transition. An important difference between Multi-criteria search algorithm and the proposed method is that Multi-criteria search algorithm is relied on two algorithms whereas the proposed method is based on an algorithm. Table 1 shows the tools by which the experiment is done.

**Table 1. The tools used in experiment**

<table>
<thead>
<tr>
<th>Tool</th>
<th>Type</th>
</tr>
</thead>
<tbody>
<tr>
<td>Processor</td>
<td>Intel Core 2 Duo (Clock Speed : 2.40 GHZ )</td>
</tr>
<tr>
<td>Cash</td>
<td>4 MB</td>
</tr>
<tr>
<td>Memory</td>
<td>2 GB</td>
</tr>
<tr>
<td>Operating System</td>
<td>Windows 7 professional</td>
</tr>
<tr>
<td>Language of Implementation</td>
<td>Visual studio 2008(C#)</td>
</tr>
</tbody>
</table>

### 4.1 Description

Two samples are considered in experiment. Each of samples gets its special information. The information consists of three parts. The first part is related to initial state and goal state. The second part contains the criterions of quality of service, and their weights. The last part includes the services, their inputs and outputs, and the values of criterions.

There are two criterions of quality for each of samples. Two criterions are named p and q. Criterion p states the execution time of service and criterion q states the access time of service. Both criterions are stated in second. The information of sample 1 is as follows:

- **initial state is caracter a** and goal state is caracter g. Also, weight of criterion p is 0.25 and weight of criterion q is 0.5. The services, their inputs/outputs, and the values of criterions have been shown in table 2.

**Table 2. The services of sample 1**

<table>
<thead>
<tr>
<th>Service name</th>
<th>Input(s)</th>
<th>output</th>
<th>p(second)</th>
<th>q(second)</th>
</tr>
</thead>
<tbody>
<tr>
<td>S1</td>
<td>a</td>
<td>c</td>
<td>0.5</td>
<td>0.5</td>
</tr>
<tr>
<td>S2</td>
<td>c</td>
<td>d</td>
<td>0.25</td>
<td>0.5</td>
</tr>
<tr>
<td>S3</td>
<td>c</td>
<td>e</td>
<td>0.5</td>
<td>0.5</td>
</tr>
<tr>
<td>S4</td>
<td>a</td>
<td>f</td>
<td>0.25</td>
<td>0.5</td>
</tr>
<tr>
<td>S5</td>
<td>f</td>
<td>h</td>
<td>0.25</td>
<td>0.25</td>
</tr>
<tr>
<td>S6</td>
<td>f</td>
<td>l</td>
<td>0.25</td>
<td>1</td>
</tr>
<tr>
<td>S7</td>
<td>l</td>
<td>g</td>
<td>0.25</td>
<td>0.5</td>
</tr>
</tbody>
</table>

The original graph of sample 1 has been drawn in figure 6.
Also, The information of sample 2 is as follows:

initial state is composed of characters  \(a\) and  \(b\) and goal state is character  \(g\). weights of  \(p\) and  \(q\) are equal to 1. The services, their inputs/outputs, and the values of criterions have been shown in table 3.

**Table 3. The services of sample 2**

<table>
<thead>
<tr>
<th>Service name</th>
<th>Input(s)</th>
<th>Output</th>
<th>(p(\text{second}))</th>
<th>(q(\text{second}))</th>
</tr>
</thead>
<tbody>
<tr>
<td>S1</td>
<td>(a, b)</td>
<td>c</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>S2</td>
<td>(a, b)</td>
<td>d</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>S3</td>
<td>d</td>
<td>h</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>S4</td>
<td>(a, b)</td>
<td>c</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>S5</td>
<td>e</td>
<td>g</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>S6</td>
<td>e</td>
<td>g</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>S7</td>
<td>(a, b)</td>
<td>g</td>
<td>1</td>
<td>1</td>
</tr>
</tbody>
</table>

The original graph of sample 2 has been drawn in figure 7.

**Figure 7. The original graph of sample 2**

Now, initially, the optimal workflows of samples 1 and 2 are manually computed. Afterwards the optimal workflows of samples are automatically computed by both the proposed method and multi-criteria search algorithm. In this stage, the existing optimal workflows in both states (i.e. manually and automatically) should be compared with each other. If the results of both states are the same then it is concluded that the proposed method correctly works.

### 4.2 Results

Initially, considering the original graphs of samples (Figures 6 and 7), the optimal workflow of each of samples is manually computed.

As observed in the original graph of sample 1(Figure 6), the only workflow between initial node and goal node is \(\{S4, S6, S7\}\). Therefore, the optimal workflow is equal to \(\{S4, S6, S7\}\).

Note that cost of \(\{S4, S6, S7\}\) is sum of costs of services \(S4, S6,\) and \(S7\). It means:

\[
\text{Cost of } \{S4,S6,S7\} = C(S4)+C(S6)+C(S7) = (0.25\times0.25+0.5\times0.5)+(0.25\times0.25+1\times0.5)+(0.25\times0.25+0.5\times0.5) = 1.1875
\]

There are three workflows in the original graph of sample 2 (Figure 7). The first workflow is equal to \(\{S7\}\). The second is \(\{S4, S5\}\) and The third is \(\{S4, S6\}\). As said before, the optimal workflow is composed of the lowest-cost services. Therefore, for determining the optimal workflow, the cost of each of the mentioned workflows must initially be computed by equation (1) as follows:

\[
\text{Cost of } \{S7\} = C(S7) = 1\times1+1\times1 = 2, \\
\text{Cost of } \{S4, S5\} = C(S4)+C(S5) = (1\times1+1\times1)+(1\times1+1\times1) = 4, \\
\text{Cost of } \{S4, S6\} = C(S4)+C(S6) = (1\times1+1\times1)+(1\times1+1\times1) = 4 \\
\min\{ \text{Cost of } \{S7\}, \text{Cost of } \{S4, S5\}, \text{Cost of } \{S4, S6\}\} = \min\{2, 4, 4\} = 2
\]

Considering (5), \(\{S7\}\) is the lowest-cost workflow, therefore the optimal workflow of sample 2 is equal to \(\{S7\}\).

Now, the original graphs of samples are given to both the proposed method and multi-criteria search algorithm to automatically compute the optimal workflow. The results have been shown in Table 4.
Table 4. Automatic computation of the optimal workflow by both methods

<table>
<thead>
<tr>
<th>Sample</th>
<th>Optimal workflow by the proposed method (automatically)</th>
<th>Optimal workflow by the multi-criteria search algorithm (automatically)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Sample 1</td>
<td>S4, S6, S7</td>
<td>S4, S6, S7</td>
</tr>
<tr>
<td>Sample 2</td>
<td>S7</td>
<td>S7</td>
</tr>
</tbody>
</table>

Considering table 4, the results of the methods are the same as the results of manual manner. It shows that both methods properly work. On the other hand, it is proved that the proposed method can correctly recognize the optimal workflow because the optimal workflows of both methods are the same for both samples.

5. Conclusion
When the number of services is so much, the manual design of the optimal workflow is a hard and time-consuming work. Because of it, a lot of methods were created to automatically compute the optimal workflow. In this paper, a novel method has been proposed that its structure is based on Floyd’s algorithm. This method automatically obtains the optimal workflow by making an original graph from services. In the mentioned graph, services play the role of edges and their inputs/outputs are as nodes of graph. The results showed that this method works well.
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