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Abstract—Since Extensible Business Reporting Language (XBRL) has become a language of mandatory statements submission in the U.S., it opened new opportunities for electronic parsing and auditing of these statements. We show the example of automatic extraction of the statement data and propose the improvements to the taxonomy based on Generally Acceptable Accounting Principles (GAAP) of the USA, which may be able to improve the extraction process.
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1. Introduction

Ever since XBRL filings have become mandatory in the United States, there were significant efforts made to produce the evidence of the viability of XBRL based financial data in auditing and financial research. The research and practical efforts reported in this paper were greatly influenced by very encouraging results, summarized in [1]. The authors showed that it was possible not only to read the report the data, but also use it in the financial analysis and auditing of the reported data, the capabilities announced earlier in [2].

Despite the potential arguments, the assumption can be made that the data presented in the digital way in the XBRL format is the real data submitted by the companies, reporting their financial results to the U.S. SEC and by proxy to the public at large. Being extracted, this data may be superior to the data, produced and exported by the financial data aggregators [3]-[5], such as Yahoo, COMPUSTAT and others.

Despite the initial expectations of the ease of extraction process from XBRL based financial documents, the further review of the results of such extraction followed. The researchers noted a relatively low quality of the data presented in the financial reports [6], as well as the excessive use of the elements (tags) of XBRL documents, defined by the companies for their own use (called ‘extensions’ in the U.S. XBRL standards), which significantly reduced the ability of the extracting algorithms to determine their accounting meaning [7].

The research efforts described in this paper were undertaken in order to obtain a significantly large set of financial data, which could be used in the accounting/financial research, representing a large random sample of the unfiltered financial data. It was expected that by using this data in the financial research in the specific areas of accounting and audit, it would be possible to obtain the results, similar to the ones, that would have been obtained with the use of the COMPUSTAT data feed.

The goal of this paper was not to produce a novelty algorithm that does not exist or not yet in use in the computing community. Here we tried to establish the limits of the use of conventional tools, such as Object Oriented Programming and XML document parsing, in the scope of use with XBRL.

At the moment the wealth of XBRL data existing in the U.S. SEC repository allows making conclusions on the quality of XBRL documents. The goal of this research was to show how much of such data can be converted into the data stream, similar to the ones provided by aggregators and how much of this data can be used in the particular research effort.

For rest of this paper: Section 2 will present the algorithm of extracting data from the XBRL based financial statements obtained from EDGAR database of U.S. Security and Exchange Commission (SEC). In Section 3 we will discuss the research method and the problems of such extraction process and we will especially point to the places in the U.S. XBRL standard, which deter the successful extraction of data. In Section 4 we will also show our method of data
verification. Section 5 will elaborate on the conclusions we were able to make based on such evaluation, the potential limitations of this research and the directions, in which it can be extended.

2. Past Research

The research on the use of XBRL can be divided into two large parts: the initial efforts to describe the language and to chart the way of its use [2][8] and the evaluation of the statements submitted in XBRL format past 2011 when such submissions became mandatory in the USA [9]. At that time, the authors used the standard of XBRL as guidance and described the potential of XBRL in the area of financial reporting [10] and auditing of financial statements [11]. Later, the authors started to talk about the internal assurance of the XBRL based financial statements, mainly from the perspective of internal XBRL assurance [12].

The research, based on the existing XBRL data, submitted to the U.S. SEC concentrated on the specific directions of use of XBRL based documents, which became possible when the EDGAR database amassed a large number of statements. The researches in [13] discuss the issue of the information asymmetry in the large early adopters of XBRL and find that such asymmetry has decreased, which resulted in the larger trading volumes.

The researchers examining a large number of the U.S. filings [7] find that many companies use extensions to the XBRL standard schema (taxonomy). Such extensions may significantly impact the extraction of financial data from XBRL based financial documents [14]. In contrast with the U.S. filing standard, the European standard does not allow extensions to the country-based XBRL taxonomy, which allowed researchers and financial analysts extracting better quality data from the XBRL based statements [15].

There are various algorithms of extraction from XBRL based documents, which are presented in the recent years. The researchers in [16] discuss the possibilities of using data mining in order to detect fraud in the financial statements. The ontology approach to the data extraction is shown in [17] and it allowed the researchers to make conclusions over the financial aspect of the presented data. Overall, there has been a number of valuable efforts in extending the mechanisms of extraction of the financial data. However, the majority of these efforts are dealing with the algorithmic aspect of extraction avoiding dealing with the financial or auditing direction of data.

In the recent years, there is a number of papers demonstrating the novel extraction algorithms [18] or novel approach to fuzzy logic around building queries, which are designed to work against XBRL documents [19]. Such algorithms take into consideration the announced taxonomy of the XBRL and do not work with the data at hand.

Many researchers on the subject take an approach similar to [20] attempting to use semantic web approach to XBRL queries. While this approach is quite valid, it is also based on the assumption that XBRL documents are valid and tend to adhere well to the underlying taxonomy. It will be shown further in this research that this approach cannot be used to the full extent with the real XBRL files on hand.

The research described in [21] represents an approach, which is very similar to the one used in [6] and the one, we were using in our research. It was, however, performed on the data for the closed Italian XBRL taxonomy, where all elements are fixed and cannot be extended by the companies creating and submitting their XBRL based financial statements.

Further in this paper, we will present and analyze the algorithm of extracting XBRL based financial data from the U.S. XBRL taxonomy, which allows every company defining an infinite number of extensions to the standard elements defined in the taxonomy. At the beginning of the research we formulated two questions we wanted to get answers for: (1) is it possible to extract data from the XBRL based financial reports by using fully automated algorithm; (2) how much of this data can be used and what is the quality of the extracted data.

3. Research Method and Algorithm

Description of any mechanism of extracting the data from a particular data source must include two required elements: the data, which needs to be extracted and the algorithm, used in the extraction process. Prior to engaging in the extraction effort, we also chose the mechanism of verification of the data, which was extracted. Since the original intent was to use this data in the research on earnings management, the data and the mechanism of verification came from this area.

3.1. Data Extraction
Based on research, presented in [22], the following financial variables to be extracted are compiled in Table 1.

**TABLE 1. VARIABLES TO BE EXTRACTED FROM XBRL**

<table>
<thead>
<tr>
<th>Balance Sheet</th>
<th>Statement of Income</th>
</tr>
</thead>
<tbody>
<tr>
<td>Assets</td>
<td>Revenue</td>
</tr>
<tr>
<td>Current Assets</td>
<td>Cost of Goods Sold</td>
</tr>
<tr>
<td>Accounts Receivable</td>
<td>Operating Expenses</td>
</tr>
<tr>
<td>Property Plant &amp; Equipment</td>
<td>Net Income</td>
</tr>
<tr>
<td>Depreciation</td>
<td>EBIT*</td>
</tr>
<tr>
<td>Current Liabilities</td>
<td></td>
</tr>
<tr>
<td>Current Portion of Debt</td>
<td></td>
</tr>
<tr>
<td>Long Term Debt</td>
<td></td>
</tr>
<tr>
<td>Total Value of Shares</td>
<td></td>
</tr>
<tr>
<td>Retained Earnings</td>
<td></td>
</tr>
</tbody>
</table>

*EBIT is not a part of the official statement but XBRL taxonomy places it in Income Statement tree.

All variables are standard accounting variables, which can be found in the financial statements, presented in any accounting textbook. However, the companies, presenting their financial statements in XBRL format to the U.S. SEC belong to various sectors of economy where the same financial variables can be presented in the variety of ways. U.S. XBRL Taxonomy presents another large challenge. The composition of the taxonomy presents all financial statements as data trees. Even if the data is not presented for the variable from Table I, it can be calculated from all values of child variables, presented in the statement. Therefore, the algorithm of extraction becomes an algorithm of traversing the data tree to find all children of the variable under review.

At the early stages of the research it was discovered that the extension elements defined in the calculation linkbase of the particular company have no connection with the elements of US GAAP taxonomy. The calculation linkbase of the company may or may not define the calculation rules, which tie the extension elements with the elements of the US GAAP taxonomy. Therefore, the authors made a decision to use only US GAAP taxonomy elements in the calculations of the values of the fields used in the research.

For each of the fields defined in Table I the tree traversing is presented in Figure 1. The tree was traversed depth-first and for each tree node on each level the tag was compared with the set of tags retrieved on the presentation level. If tag was found, the branch of the tree was sealed and the value was added to the total value corresponding to the field under review. The algorithm continued traversing the next sibling on the same tree level.

![Figure 1. Algorithm of Data Extraction from XBRL](image)

### 3.2. Data Verification

The initial verification of data and the algorithm was performed by comparison of the data, appearing on U.S. SEC website and the data extracted by using the described algorithm. Any failure (and subsequent adjustment) of the algorithm was performed by using the data from the same statement, which appeared to break the process of calculations. The spot checks were also performed when the data was successfully extracted using the automated process.

Since the data was retrieved from the financial statements in the ‘blind’ manner, the verification of such data becomes very important. For the purpose of this research the verification consisted of two stages: (1) the data was checked for the existence of information, i.e., the data in the fields contained values other than zero; (2) the data is suitable for the calculations and further verification.

For the verification of data, we used two formulas, which are often used in fraud detection efforts, namely the formula for Z-Score by Altman [23] and the formula for the calculation of M-Score by Beneish [24].

The accounting variables used in the calculation of these indicators were collected into a single data set. Z-Score indicator was calculated using original formula.

\[ Z = 1.2X1 + 1.4X2 + 3.3X3 + 0.6X4 + 1.0X5 \]  

\( X1 = \frac{Working\ Capital}{Total\ Assets} \)  

(1)  

(2)
\[ X_2 = \frac{\text{RetainedEarnings}}{\text{TotalAssets}} \quad (3) \]

\[ X_3 = \frac{\text{EBIT}}{\text{TotalAssets}} \quad (4) \]

\[ X_4 = \frac{\text{MarketValueOfEquity}}{\text{BookValueOfDebt}} \quad (5) \]

\[ X_5 = \frac{\text{Revenue}}{\text{TotalAssets}} \quad (6) \]

M-Score was also calculated using original formula, provided by M. Beneish.

\[ M = -4.84 + 0.920*DSRI + 0.528*GMI + 0.404*AQI + 0.892*SGI + 0.115*DEPI - 0.172*SGAI + 4.679*TATAI - 0.327*LEVI \quad (7) \]

The indicator variables, included in (7) are the financial ratios extensively used in accounting practice and, as such, are well known to the accountants and financial analysts.

\[ DSRI = \frac{\text{Accounts Receivable}}{\text{Revenue}} * 365 \quad (8) \]

\[ GMI = \frac{\text{Revenue} - \text{COGS}}{\text{Revenue}} \quad (9) \]

\[ AQI = \frac{\text{Assets} - \text{PP & E}}{\text{Assets}} \quad (10) \]

\[ SGI = \text{Revenue} \quad (11) \]

\[ DEPI = \frac{\text{Depreciation}}{\text{Depreciation} + \text{PP & E}} \quad (12) \]

Beneish M-Score formula uses the ratios of the values of the indicators, defined by (8) - (15), obtained in the adjacent years.

Both research papers by Altman and Beneish, mentioned earlier, give certain threshold of the values of Z-Score and M-Score respectively, which were recorded for the companies with various degrees of financial health. In order to assess the behavior of the mentioned indicators, we introduced two other samples: one assembled from the companies which were engaged in fraudulent revenue manipulations, also used in [22] and the sample of companies with exceptional liquidity, presented in [25]. The statistical comparison of the extracted data with the data from other two samples must indicate how the sample of financial data extracted from XBRL must be treated.

4. Results and Discussion

The results of this research are tailored to the needs, which were specified earlier. The authors of this paper fully understand that they are fully dependent on the choices made. However, it is possible to say that the set of variables is significantly diverse and can be used in the variety of research efforts. Table II presents the percentages the usable data for each variable. At this point, only the data that was not present, was deemed unusable. The sample of data collected for all years of mandatory submission contained over 20,000 entries. It appeared to be feasible to break the data into sub-samples for the years 2011-2015.

TABLE 2. PERCENTAGES OF USABLE DATA PER VARIABLE AND YEAR

<table>
<thead>
<tr>
<th>Variable</th>
<th>Total</th>
<th>2011</th>
<th>2012</th>
<th>2013</th>
<th>2014</th>
<th>2015</th>
</tr>
</thead>
<tbody>
<tr>
<td>Assets</td>
<td>92.74%</td>
<td>92.37%</td>
<td>92.34%</td>
<td>92.56%</td>
<td>93.63%</td>
<td>92.68%</td>
</tr>
<tr>
<td>Curr. Ass.</td>
<td>93.91%</td>
<td>93.75%</td>
<td>93.58%</td>
<td>94.02%</td>
<td>94.30%</td>
<td>93.74%</td>
</tr>
<tr>
<td>Cash</td>
<td>93.54%</td>
<td>93.19%</td>
<td>93.32%</td>
<td>93.55%</td>
<td>94.10%</td>
<td>93.51%</td>
</tr>
<tr>
<td>Acc. Rec.</td>
<td>60.96%</td>
<td>59.35%</td>
<td>61.28%</td>
<td>59.95%</td>
<td>63.28%</td>
<td>60.68%</td>
</tr>
</tbody>
</table>
By looking at the variables, the following observations can be made. The variables, representing the largest concern, are related to long-term debt, depreciation and accounts receivable. The rest of the variables have at least 70% of values available for research computations. From the accounting perspective, the values of current and long-term debt are absolutely optional. The company may not have any debts present at the particular balance sheet. The absence of the values, related to accounts receivable and depreciation is more troubling.

Upon further examination, of XBRL based statements it was revealed that in many cases companies tend to use custom tags for these two accounting variables. While this fact does not bear any significance in displaying the data, it is obviously detrimental for data extraction because the tags used are not connected to the standard tags in any way. If the regulator wants to perform the initial automatic auditing of the submitted statements, they must demand that standard tags are used for the standard statement variables whenever possible.

From further examination of the data, presented in Table 2, one can see that the majority of the variables have a very consistent percentage of usable values across the years. It means that the companies generally stay with the same submission pattern, without significant improvement and deterioration of data. In the view of this, the overall sample of data appears to be fully representative of the acquired data and can be safely used in research without the concerns of changing year-to-year data yield.

M-Score by Beneish requires the data from two adjacent years, the calculation of Z-Score usually requires data recorded for the current year. In order to be consistent with the numbers of entries for both indicators, we omitted Z-Score calculations for 2011. The calculations for Z-Score are presented in Table III.

**Table 3. Descriptive Statistics for Z-Score for All Samples**

<table>
<thead>
<tr>
<th>Variable</th>
<th>Total</th>
<th>2011</th>
<th>2012</th>
<th>2013</th>
<th>2014</th>
<th>2015</th>
</tr>
</thead>
<tbody>
<tr>
<td>Cap. Ass.</td>
<td>81.08%</td>
<td>81.26%</td>
<td>80.37%</td>
<td>79.82%</td>
<td>82.92%</td>
<td>80.96%</td>
</tr>
<tr>
<td>Deprec.</td>
<td>39.92%</td>
<td>44.23%</td>
<td>38.95%</td>
<td>39.08%</td>
<td>40.06%</td>
<td>38.20%</td>
</tr>
<tr>
<td>Liabilities</td>
<td>96.85%</td>
<td>96.65%</td>
<td>96.69%</td>
<td>96.78%</td>
<td>97.09%</td>
<td>96.95%</td>
</tr>
<tr>
<td>Curr. lab.</td>
<td>78.49%</td>
<td>76.01%</td>
<td>77.77%</td>
<td>78.60%</td>
<td>80.07%</td>
<td>79.40%</td>
</tr>
<tr>
<td>Curr. lb.</td>
<td>49.58%</td>
<td>47.33%</td>
<td>49.60%</td>
<td>48.88%</td>
<td>51.79%</td>
<td>50.22%</td>
</tr>
<tr>
<td>Debt</td>
<td>45.62%</td>
<td>41.13%</td>
<td>45.37%</td>
<td>44.46%</td>
<td>50.58%</td>
<td>47.05%</td>
</tr>
</tbody>
</table>

All samples, presented in Table 3, were subject to Kolmogorov-Smirnov normality test. All samples appear normal with at least 99% significance. T-Value comparison of the means showed that means of all XBRL samples are different from the means of fraud and clean sample. The values of medians of all XBRL based samples appear to be in 1 ≤ Z-Score ≤ 3 range, which, according to the theory, represents so-called “grey” zone for the companies with average or slightly below average liquidity. These values of Z-Score appear in the research papers by Altman, mentioned earlier. The values for 2015 may represent a slight concern from the liquidity perspective, which skew the value of the larger sample. Such anomaly may be a sign of economic troubles related to the number of other events.

The calculation for M-Score are presented in Table IV.

**Table 4. Descriptive Statistics for M-Score for All Samples**

<table>
<thead>
<tr>
<th>Variable</th>
<th>N</th>
<th>Mean</th>
<th>St. Dev</th>
<th>Q1</th>
<th>Median</th>
<th>Q3</th>
</tr>
</thead>
<tbody>
<tr>
<td>Fraud</td>
<td>123</td>
<td>-1.682</td>
<td>1.358</td>
<td>-2.452</td>
<td>-1.781</td>
<td>-0.929</td>
</tr>
<tr>
<td>Clean</td>
<td>36</td>
<td>-1.239</td>
<td>1.038</td>
<td>-1.87</td>
<td>-1.38</td>
<td>-0.579</td>
</tr>
<tr>
<td>All</td>
<td>1480</td>
<td>-1.486</td>
<td>1.332</td>
<td>-2.385</td>
<td>-1.625</td>
<td>-0.726</td>
</tr>
<tr>
<td>2012</td>
<td>322</td>
<td>-1.520</td>
<td>1.333</td>
<td>-2.433</td>
<td>-1.672</td>
<td>-0.798</td>
</tr>
<tr>
<td>2013</td>
<td>422</td>
<td>-1.442</td>
<td>1.479</td>
<td>-2.322</td>
<td>-1.501</td>
<td>-0.707</td>
</tr>
<tr>
<td>2014</td>
<td>377</td>
<td>-1.438</td>
<td>1.205</td>
<td>-2.353</td>
<td>-1.616</td>
<td>-0.673</td>
</tr>
<tr>
<td>2015</td>
<td>331</td>
<td>-1.584</td>
<td>1.293</td>
<td>-2.492</td>
<td>-1.702</td>
<td>-0.764</td>
</tr>
</tbody>
</table>

All samples, presented in Table IV, were subject to Kolmogorov-Smirnov normality test. All samples appear normal with at least 99% significance. T-Value comparison of the means showed that means of all XBRL samples are different from the mean of the clean sample. The values of XBRL data do not exhibit any out-of-usual behavior, showing that there is a fair number of companies with strong performance, which have relatively high M-Score.

During the extraction, the results revealed another problem, which was not anticipated at the beginning. There was a mismatch in the presentation of precision for certain variables. Although this fact does not affect the display of the financial statements, it is clearly affecting the calculations as they appear to be shifted
based on increased, decreased and/or omitted precision attribute.

Table 5 represents the percentages of usable entries for each indicator, considering that all variables included must have non-null values. The “No Outlays” columns represents the values, which do not have any out-of-norm values, such as \(|Z| > 10\), \(|\Delta P - \Delta R| > 5\) or zero values for any indicator in M-Score formula. The percentages of “No-Outlays” are based on the total number of usable values of 5441.

<table>
<thead>
<tr>
<th>Var</th>
<th>Total</th>
<th>2012</th>
<th>2013</th>
<th>2014</th>
<th>2015</th>
<th>No Outlays</th>
</tr>
</thead>
<tbody>
<tr>
<td>M</td>
<td>12.39%</td>
<td>12.1%</td>
<td>12.8%</td>
<td>15.6%</td>
<td>10.4%</td>
<td>27.20%</td>
</tr>
<tr>
<td>Z</td>
<td>49.61%</td>
<td>49.4%</td>
<td>48.5%</td>
<td>50.6%</td>
<td>49.8%</td>
<td>93.42%</td>
</tr>
</tbody>
</table>

The yield of usable statements appears to be rather low at 5441 out of 16439 in the years of 2012-2015 or 1360 per year on average. However, the similar research on earnings management performed by [26] used close to 15000 entries in 10 years or 1500 per year on average. Hence, XBRL feed yield fits the needs of a research of the mentioned magnitude.

The data from Table 2 shows that there is no unequivocal answer to the first research question. There is enough usable data in the XBRL based financial statements (see previous paragraph), but the percentage of the usable statements can only be determined when the variables for the particular research are defined.

The response to the second question appears to be more definite. The data obtained from XBRL represents the random sample of data. Calculated values for Z-Score, presented in Table 3 are clearly in so-called ‘grey zone’ (1 ≤ Z ≤ 3), where the majority of the U.S. Companies operate. The values of M-Score appear to be lower than the values for the companies with exceptional performance and higher than the ones for the revenue manipulators. This is also consistent with the expectations for a moderately well-performing random company. Therefore, it is possible to say, that if there is a sufficient volume of data, extracted from XBRL via the previously described algorithm, it can be used in financial research as a random data (similar to the one obtained from Yahoo or COMPSTAT).

4.1. Consequences for Software Development Using XBRL

The use of XBRL for the filing is rapidly becoming mandatory in the free market countries. Being a structured language facilitating the electronic transmission of the financial data, XBRL is tested in this research for the use in the financial analysis of the data it carries. The general possibility of such extraction exists. However, over the course of performing this research the authors came across a number of significant limitations standing on the way of extracting efforts.

For many years the data in the financial statements was as significant as the labels, which describe the meaning of such data, creating an unbreakable pairing of label and data [27]. XBRL introduces the third component of the filing – the tag, which encapsulates the data and has a relationship with the label, representing the meaning of the tag to the public (hence the meaning of the data the tag contains).

For the observer, reading the statement from the regulator web site the tag is concealed. They still observe the same relationship between the data and the label. The companies, which submit the statement place more emphasis on the label than on the tag it is attached to. Presently they select the tag based on its suitability for data description. The intended use of the tags based on the company profile (Industrial, Investment, Real Estate, etc.) remains on the advisory level. The described situation makes it very difficult to create and follow the tree calculation patterns described in [1], as well as in this research.

There are various means of rectifying this XBRL filing paradox. The research by [28] proposes the use of the paradigms such as Ontology Web Language (OWL), which are suitable for the knowledge management systems. Considering that XBRL filings are containers of the financial facts, this approach is very suitable for both assembling and parsing XBRL statements.

We propose using another approach to the systematization of the XBRL data based on the containment pattern used in the software development [29]. This pattern denotes one object as a container, which owns the references to the other objects. This pattern is already used in the XBRL filings in the form of linkbases, containing references to other elements, such as facts, arcs, etc. The accounting practices define very specifically, which elements comprise certain statement or any of its parts. The containment relationship between the “top of the tree” tag for Accounts Receivable and the custom tags, depicting receivables, mentioned earlier could allow inclusion of
the custom tags into the calculation of the basic variables such as Accounts Receivable. Figure 2 offers a common representation of the Containment pattern, tied to the tree pattern used in this research and in [1].

Figure 2. Containment Pattern

Figure 3 shows a software development representation of the same pattern. It is important to note that software relationship between standard element and the custom element must be of aggregation type. The composition association between the object on Figure 3 depicts the fact that these two elements share a connection on the GAAP level. The share (aggregate) relationship signifies the fact that elements have relationship on the filing level only. The relationship cardinality of 0..1 shows that root elements may or may not exist in the filing. The relationship of the type 0..* shows that if the elements exist within the parent arc there may be more than one of them. This pattern can be extended towards the mentioned practice of using tags, which are not a part of the standard calculation tree.

Figure 3. Object Relationship between Elements of Current Assets

The containment relationship between Current Assets and its parts already exists. It is recorded in the taxonomy calculation tree. The company should only add the element (i.e., Accounts Receivable from the taxonomy) and create a calculation relationship between its own AR tag and the tag in the taxonomy structure. Any custom tag, which does not have a taxonomy based container should be considered a ‘dangling’ tag and forced out by the filing verification software.

This containment relationship reflects similar relationships existing between the elements of the financial statements. Any of the three major statements contains a finite number of elements. Any financial information fed into the statement (ex. Allowable Expenses) can be always matched with an element of the statement. If the company requires showing non-standard elements on their Statement of Income they would always summarize these elements into a line, which is standard for the Income Statements across the nationally accepted GAAP.

It can be foreseen, that the use of XBRL will be extended in the coming years. However, using the largest repository of XBRL based documents (U.S. SEC XBRL storage) as an example, it can be easily concluded that blind extraction of the financial information based on data description, contained in the supporting taxonomy, is not quite possible. Any algorithms mentioned in chapters 2 and 4 will require a perfect match between the taxonomy and the files, claiming to use it.

The companies and the hired agents are using XBRL to submit the documents, which can be used to display the financial information. In the process of converting the accounting data into the financial statements two things are important: the presented data and its description. There is absolutely no requirements that the XML component of the parsing process (the tag) has one-to-one correspondence with the presented data. Such discrepancy reduces the ability to parse the data to a chance. It is very tempting to work only with the tags that have over 90% ability to be parsed (according to Table 2). Such choice cannot be made because any research or analysis effort must work with the data required and not data at hand.

5. Conclusion

The goal of this research was to show to the community interested in the advancement of XBRL based filings certain possibilities of XBRL use and the limitations of the current state of XBRL based filing process. The research shows, that even with the limited number of filings available from SEC, it is possible to obtain enough data for performing the financial research similar to the ones, which were performed by using data from concentrators, such as Yahoo or COMPUSTAT.

The research clearly shows that the data from the financial repository of U.S. SEC is marginally suitable
for the financial research. Although the data is checked against the major accounting equations, the presence of the required tags is not guaranteed by the rules of XBRL Reporting.

The extension tags used in the reporting may be valid for the company that uses them. The purpose of these tags from the perspective of the filing company is to display the data as it was previously pointed out. The lack of connection of this data with the main taxonomy presents an unsolvable problem to any parsing mechanism.

The research shows that in its present state XBRL filing process does not clearly support retrieving of data, which was submitted in the filing. The retrieval efforts performed by this research, which did not include text parsing of the XBRL tags, yielded around 25% of the data suitable for further financial research. The containment approach to placement of the custom tags described in this paper would increase the number of suitable filings significantly.

The accounting science does not allow for any fuzzy conclusions. Any text parsing of XML tags using fuzzy logic is prone to type I and type II errors. Using accounting data, origin of which (tag from which it was taken) cannot be 100% guaranteed is a potential source of accounting errors and wrong conclusions based on the use of such data. The lack of the rules around tag naming adds to the concerns about using OWL and fuzzy logic in queries of XBRL files.

It is possible to reduce the discarding of the filings on account of them using tags not belonging to the designated tree pattern. However, the number of tags, which can possibly substitute the required tag from the tree pattern is rather high and it would slow down the processing of the statements significantly. The enforcement of the containment pattern by the developers of the national taxonomies, allowing extensions, can greatly reduce such discarding as more filings could be read by using the tree pattern mechanism.

The U.S. XBRL taxonomy was created to appease all companies with all lines of business. This was done in order to ease the process of creating XBRL documents containing the required financial statements. The assumption was made that the accountants of the companies have similar training and certification background hence will use the same tags for the same purposes.

In this research we took a very specific area of financial research, which requires application of certain rules. The further efforts in this area can be directed towards applying this algorithm to the other areas of the financial research in order to verify how much data can be used. Out of the questions posted by the younger researchers, there is a prevalent one: how much can we trust the data submitted to U.S. SEC.

Despite the fear that the data may come from the companies perpetrating fraud, it is necessary to assert that the data coming from the XBRL based financial statements is the data that every financial analyst sees and uses in financial decisions. The data, obtained from the XBRL based statements is a close to the source as possible. The results obtained by using this data represent the true, unaltered picture of the financial situation.

One of the largest limitations of this research is that apart from [1] nobody produced a comprehensive research of blind querying the data. The data, obtained in [4], [5] is a result of manual extractions and any results obtained in [19]-[21] do not guarantee that the files were selected randomly. The results and the errors, similar to the ones published in [1] and in this research have not yet been published. The authors hope that the definitions of the limitations can be used in the similar efforts applied to the other taxonomies.

Financial reporting has rules it adheres to but even these rules do not guarantee that for every filing all elements required in the research will be present. However, event with the natural differences in the filings it must be possible to reduce the rate of discarding of the data, which cannot be used, in the particular research if the filing rules are strengthened.
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