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Abstract: - In this work, an extended heuristic horizontal partitioning, and data allocation approach is critically 
evolved. As a matter of fact, the key focus behind this work is to introduce an efficient best-fitting solution in 
purpose of boosting DDBS rendering through presenting an intelligent data partitioning and allocation 
approach. However, as partitioning technique is already developed, this work aims at extending this technique 
by having it skilfully integrated with hierarchically-inspired site clustering algorithm and mathematical model 
for data allocation, including data replication, for the sake of producing an effective approach. Consequently, 
this approach is set to be promising and capable of tremendously lessening the overall cost of data transmission 
(TC). It is believed that such significant extension is to overwhelmingly be a potential progress of profoundly 
beneficial effects on overall DDBS performance. 
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1 Introduction 

 
Generally speaking, DDBSs become an 

increasing demand for most aspects of our 
technology-based life. Subsequently, the need to 
greatly-appreciated design, on the long term, for 
DDBS still bubbles to surface as it has a leading 
impact on DDBS productivity. Off the most 
important challenges still need to be carefully 
tackled is Transmission Costs (TC). In DDBS, on 
the other hand, there are several methods by which 
TC could be tremendously mitigated. Among these 
methods are: data clustering algorithm 
(partitioning), data placements strategies, and 
network site clustering techniques. Therefore, this 
paper comes to integrate some of these 
methods/techniques into a single efficient work in 
the purpose of optimizing work proposed in [1]. For 
site clustering, a hierarchical-inspired clustering 
algorithm is presented. It is worth indicating that 
clustering of sites adoption would come with 
remarkable benefits in terms of TC reduction as 
shown in [2]. Moreover, mathematical cost model is 
given in the sake of paving the way to find much 
more efficacious data allocation (and replication) 
model. In short, contributions of this work are 
clearly listed as follows;   

1. The objective function drawn in [1] is 
critically amended so that transmission cost 

(including query costs) is significantly 
reflected. 

2. For network site clustering, a hierarchical 
based algorithm is adopted.   

3. Mathematically drawing data allocation 
model as it had not been given in [1]. It is 
worth indicating that the proposed data 
allocation model is meant to be applicable in 
both works as it is being done to completely 
contain work’s modifications including sites 
grouping. 

4. Unlike [1], data replication model is 
effectively involved. 

5. Presenting illustrative step-by-step 
demonstration with experimental results of 
one single experiment for both works ([1] 
and present work) in a clear way to show 
their behaviours as well as proof proposed 
concepts. 
 

The remaining of this paper is planned as 
follows; section (2) explore earlier studies which are 
closely related to this work. In section 3, technique’s 
methodology, including architecture, is briefly 
deliberated.  Algorithm of site clustering is stated in 
section 4. In section 5, proposed data allocation, 
including replication, model is clearly presented. In 
section 6, to proof concepts of this work, a 
hypothetical experimental results for one single 
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experiment are vividly drawn. Lastly, conclusions 
and future work directions are given in section 7. 
 
2 Related work  

 
As a matter of fact, considerable number of 

Horizontal Partitioning (HP) methods have been 
proposed in literature in consecutive steps just to 
enhance DDBS performance. For instance, in [3, 4], 
a min-term predicate was used as metric to divide 
relations so that primary HP was produced 
providing that previously-determined predicates set 
should meet the disjoint-ness and completeness 
properties. While [5] presented two-phase horizontal 
partitioning. Relations were first partitioned by 
primary horizontal partitioning using predicate 
affinity the bond energy algorithm; followed by 
further partitioning using derived horizontal 
partitioning. In [6], Create, Read, Update and Delete 
Matrix (CRUD) was proposed to design DDBS at 
the initial stage. Relation attributes used as rows of 
CRUD and applications locations used as columns. 
Additionally, data allocation was considered as well.  

 
To find an optimal horizontal partitioning, [7] 

proposed cost model so that two scenarios for data 
allocation were addressed that no supplemental 
complexity was needed to data allocation. This 
model was professionally extended and 
mathematically shown to be an effective at reducing 
communication costs [1]. For reducing database 
access time, a hybridized partitioning is proposed in 
[8] based on subspace clustering algorithm to 
generate data partitions with respect to tuple and 
attribute patterns that the closely correlated data 
were grouped together. Experimental results 
demonstrated that this clustering-based method were 
better in diminishing access time. Meanwhile, to 
maximize data locality, [9] proposed a decentralized 
approach for dynamic table fragmentation and 
allocation in DDBS (DYFRAM) based on recorded 
access history. Approach feasibility was 
hypothetically and experimentally demonstrated. 
For the same goal, to improve DDBS performance 
through increasing local accesses at run time over 
cloud environment; [10] proposed an enhanced 
system to perform initial-stage partitioning and data 
allocation along with replication. Site clustering 
technique was addressed as well.  
 

On the other hand, data allocation problem in 
DDBS was addressed in [11] aiming at lessening the 
overall communication cost so that two algorithm 
were developed. By the same token, a model to 

draw queries behavior in DDBS was presented in 
[12]. Two heuristic algorithms were given to find a 
near-optimal allocation scenario in terms of 
reducing communication costs. Compared to [11], 
this algorithms was shown to be close enough from 
being an optimal. Meanwhile, [13] presented 
dynamic data allocation method aiming at lessening 
transmission cost, considering database catalog as 
the only storing place for required data as method 
implemented. As a new of its kind, [14] sought to 
give partial data reallocation and full reallocation 
heuristics to minimize costs and maintain 
complexity under control. Furthermore, in purpose 
of finding an optimal data allocation technique; in 
[15], a non-replicated dynamic data allocation 
approach was carefully developed. This algorithm 
(called, POEA) was originally aimed at integrating 
some previously-proposed concepts used in its 
earlier counterparts including [16]. [17], on the 
other hand, proposed a dynamic non-replicated data 
allocation algorithm (named, NNA), with respect to 
the changing pattern of data access along with time 
constraints, data reallocation was done.  
 

In the meantime, [18] demonstrated data 
allocation framework for non-replicated dynamic 
DDBS using threshold [19], and time constraint 
algorithms [20]. This work was shown to be more 
effective in terms of long-term performance than 
threshold algorithms as access frequency pattern 
changes rapidly. However, [21] gave an extended 
allocation approach capable of placing partitions 
dynamically in redundant/non-redundant DDBS. 
Moreover, problem of having more than one 
deserve-to-receive-data site was addressed. Finally, 
in [22], Data Replication Problem (DRP) was 
formulated to perform an accurate horizontal 
partitioning of overlapping partitions. This work 
sought to place N-copy replication scheme of 
partitions into M distinct sites ensuring that 
overlapping is being eliminated. To achieve such 
goal, replication problem was treated as an 
optimization problem so that partitions’ copies and 
sites kept at minimum. This work however has 
further been extended in [23]. A novel soft data 
locality constraints based on partitions’ affinity was 
developed, and DRP problem was then re-
formalized as an integer linear program. Data 
insertion and deletion were considered and runtime 
performance was analyzed as well. 
 

3 Proposed Approach 
 
In this research, for partitioning phase, all 

requirements, heuristics, definitions, notations, and 
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Site/Site S1 S2 S3 S4 S5 S6 

S1 0 10 8 2 4 6 

S2 10 0 7 3 5 4 

S3 8 7 0 3 2 5 

S4 2 3 3 0 11 5 

S5 4 5 2 11 0 5 

S6 6 4 5 5 5 0 

Table 1: Communication Costs between Sites 

formulas drawn in [1] are all strictly used. The 
extension part however is being carefully made 
through incorporating both site clustering algorithm 
and mathematically-designed data allocation and 
replication models (Figure 1). Nevertheless, 
objective function of [1] is majorly amended as 
presented in equations (1-3).  
 

3.1. Objective Function 

 

𝑇𝐶𝑅 = ∑∑∑(1 − 𝑋𝑘𝑗)

𝑞

𝑘=1

∗ (𝑅𝐹𝑘𝑗

𝑚

𝑖=1

𝑚

𝑗=1

) ∗ 𝑃𝑠𝑖𝑧𝑒 ∗ 𝐶𝑀𝑆𝑖𝑗                        (1) 

𝑇𝐶𝑈 = ∑∑∑(1 − 𝑋𝑘𝑗)

𝑞

𝑘=1

∗ (

𝑚

𝑖=1

𝑚

𝑗=1

𝑈𝐹𝑘𝑗) ∗  𝑃𝑠𝑖𝑧𝑒 ∗  𝐶𝑀𝑆𝑖𝑗                      (2) 

𝑇𝐶𝑡𝑜𝑡𝑎𝑙 = 𝑇𝐶𝑅 + 𝑇𝐶𝑈                                                                                 (3) 
 

Where 𝐶𝑀𝑆𝑖𝑗 is expressed as follows; 

𝐶𝑀𝑆𝑖𝑗 =  {
𝐶𝐶𝑀      𝑤ℎ𝑒𝑛𝑒𝑣𝑒𝑟 𝑐𝑜𝑠𝑡𝑠 𝑐𝑜𝑛𝑠𝑖𝑑𝑒𝑟𝑒𝑑 𝑏𝑒𝑡𝑤𝑒𝑒𝑛 𝑐𝑙𝑢𝑠𝑡𝑒𝑟𝑠 𝑜𝑓 𝑠𝑖𝑡𝑒𝑠
𝐶𝑆𝑀                              𝑤ℎ𝑒𝑛𝑒𝑣𝑒𝑟 𝑐𝑜𝑠𝑡𝑠 𝑐𝑜𝑛𝑠𝑖𝑑𝑒𝑟𝑒𝑑 𝑏𝑒𝑡𝑤𝑒𝑒𝑛 𝑠𝑖𝑡𝑒𝑠

        

𝑃𝑠𝑖𝑧𝑒is the size of partition under consideration. 
 
Finally, the step eight of heuristics drawn in [1] is 
also modified and drawn in section (5). 
 

 

Fig1: The Proposed System Phases 

 

4 Site Clustering  
 
The presented algorithm of site clustering has 

been made based on concept of hierarchical 
clustering, especially as initial clusters are to be 
formed. Then, this method is to be entirely kept 
proceeding based on the least average of 
communication cost between sites to decide site’s 
belonging as site being considered to be grouped. It 
goes without saying that as network sites being 
clustered, the communication costs within and 
between clusters are of key importance to be taken 
for data allocation phase chiefly in the non-
replication scenario [2]. 
 

In the meantime, the symmetry average of 
communication cost would be used as it has been 
proved to be rapid, reliable and an efficient method 
[3; 24]. In the sense that the cost matrix is assumed 
to be a symmetric between sites and cost between 
the same sites is considered to be a zero or, table 2. 
The same presumption goes to cluster matrix, as 
shown in table (1). It is worth referring that the costs 
between clusters are set to be the shortest path 
between their closest points. Meanwhile, the costs 

between points in the same clusters are calculated as 
the average costs of them all [2]. For this work, 
table (1) exhibits communication costs matrix 
between sites under consideration. 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
5 Proposed Allocation Model 
 

5.1 Problem Formulation 

In DDBS, it has been taken for granted that the 
optimal solution to promote DDBSs performance is 
to properly partition data, and carefully allocate data 
into cluster/site in where it is mostly accessed [25]. 
This problem, on the other hand, counts deeply on 
the complexity embedded in choosing cluster/site 
for targeted data. In fact, one solution is believed to 
highly contribute in achieving intended 
performance; so that the number of update and 
retrieval accesses of each cluster/site for a specific 
data is accumulated and considered for performing 
data allocation.  
 

5.2 Allocation Requirements 

Given that there is a set of N disjoint partitions P = 
{P1, P2, ... , Pn} required by set of K queries Q = 
{Q1, Q2, ..., Qk}, are to be assigned to a set of M 
network sites S={S1, S2, …., Sm} which are grouped 
into Cs clusters Cs = {Cs1, Cs2, …., CScn} in a fully 
connected network. Normally, allocation model 
seeks to find the optimal distribution of each 
partition (P) over clusters Cs, and consequently on 
cluster’s own sites individually. Thus, the allocation 
problem can be mathematically expressed by a 
function from the set of partitions to the set of 
clusters of sites, equation (4).  
 

𝑃𝑎𝑟𝑡𝑖𝑡𝑖𝑜𝑛𝑠 
𝑑𝑖𝑠𝑡𝑟𝑖𝑏𝑢𝑡𝑒𝑑 𝑜𝑣𝑒𝑟
⇒             𝐶𝑙𝑢𝑠𝑡𝑒𝑟𝑠 (𝐶𝑠)  

𝑎𝑠𝑠𝑖𝑔𝑛𝑒𝑑 𝑡𝑜 
⇒         𝑆𝑖𝑡𝑒𝑠 (𝑆)            (4) 
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5.3 Allocation Scenarios 
5.3.1 Scenario 1: Phase 1; 

Each partition would be allocated to all clusters of 
sites as data replication adopted. This step comes in 
favour of decreasing transmission costs as well as 
increasing data locality and availability; specifically 
when retrieval operations are outnumbered update 
operations.  
 

5.3.2 Scenario 2: Phase 1; 

Based on the proved-to-be-effective theory of [1], 
this scenario is done so that each partition is 
allocated to cluster of maximum access cost. In 
other words, Total Access Cost of each sites’ 
Cluster (TACC) is bound to be used as measure of 
partitions assignment over clusters. This scenario 
afterwards is recently shown to be much more 
effective specifically when update operations are 
outnumbered retrieval operations [2, 26]. 
 

5.3.3 Phase2 for both Scenarios 1 and 2:  

Partitions are to be scattered over sites of each 
cluster individually to place them into sites. Firstly, 
a threshold would be tacitly calculated based on 
Average of Update Cost (AUC) and Average of 
Retrieval Cost (ARC) of each partition. Therefore, 
whenever P’s AUC is greater than P’s ARC, the 
triggered partition would be assigned to site of 
maximum update cost inside its relative cluster 
providing that cluster/site’s constraints have never 
been violated. However, if constraints violation 
happens to be recorded, then partition would be 
assign to site of the next highest AUC inside the 
same cluster. On the contrary, for each partition, 
whenever ARC is greater than AUC, that partition is 
to be allocated to all sites requesting it as it is being 
done in [1]. Consequently, the ideal case is set to be 
satisfied and DDBSs’ response time, disk access and 
overall performance are bound to have got 
reinforced.  

5.4 Allocation Costs Function 

𝑇𝑆𝐹𝑅𝑃 = ∑∑∑∑𝑄𝐹𝑀𝑖𝑘 ∗ 𝑅𝐹𝑀𝑘𝑖

𝑞

𝑘=1

𝑚

𝑗=1

∗ 𝐶𝑀𝑆𝑙𝑗

𝑓

𝑖=1

𝑚

𝑙=1

                (5)             

𝑇𝑆𝐹𝑈𝑃 = ∑∑∑∑𝑄𝐹𝑀𝑖𝑘 ∗  𝑈𝐹𝑀𝑘𝑖

𝑞

𝑘=1

𝑚

𝑗=1

∗ 𝐶𝑀𝑆𝑙𝑗

𝑓

𝑖=1

𝑚

𝑙=1

               (6)             

𝑇𝐹𝑅𝑈𝑃 = ∑∑𝑇𝑆𝐹𝑅𝑀𝑖𝑗 +

𝑓

𝑗=1

𝑇𝑆𝐹𝑈𝑀𝑖𝑗

𝑚

𝑖=1

                                   (7)             

𝑇𝐶𝑆𝐹𝑅𝑃 = ∑∑∑∑𝑄𝐹𝑀𝑖𝑘 ∗  𝑅𝐹𝑀𝑘𝑖

𝑞

𝑘=1

𝑚

𝑗=1

∗ 𝐶𝑀𝐶𝑙𝑗

𝑓

𝑖=1

𝐶𝑛

𝑙=1

             (8)             

𝑇𝐶𝑆𝐹𝑈𝑃 = ∑∑∑∑𝑄𝐹𝑀𝑖𝑘 ∗ 𝑈𝐹𝑀𝑘𝑖

𝑞

𝑘=1

𝑚

𝑗=1

∗ 𝐶𝑀𝐶𝑙𝑗

𝑓

𝑖=1

𝐶𝑛

𝑙=1

             (9)             

 

Regarding data replication, data replication 
model, which is drawn in [2] based on original idea 
of [24], is expertly used. However, this model is 
slightly modified to capable it of complying with 
proposed work of this paper. Thus, an integer linear 
program (ILP) to represent this problem presented 
as follows; 

𝑀𝑖𝑛𝑖𝑚𝑖𝑧𝑒 ∑𝑦𝑘

𝑚

𝑘=1

                                                                                (10) 

∑ 𝑋𝑖𝑘 = 1
𝑁

𝑖=1
                                    𝑘 = 1,… ,𝑚                            (11)   

∑ 𝐶𝑖  𝑋𝑖𝑘  ≤  𝐶𝑦𝑘 ,
𝑚

𝑘=1
                       𝑖 = 1, … ,𝑚                             (12)   

Xik ∈  {0,1}                                𝑘 = 1,… ,𝑚 ; 𝑖 = 1,…  , 𝑛          (13)   
Yik ∈  {0,1}                           𝑘 = 1,… ,𝑚 ; 𝑖 = 1,…  , 𝑛               (14) 
 
Finally, Table (2) describes two constraints of sites, 
represented in virtual capacity (in byte), partitions 
limit allowed to be placed at each site. 
 
 

 

 

 

 

 

 

 

 

 

6 Experimental Results 
 
This work has been properly implemented on the 

same relation “Staff”, table 4, as per description 
given in table 3. For this simple implementation, 
C++ code is running on processor 3.3 GHz Intel (R) 
Dual Core(TM) i5CPU, main memory of 2 GB and 
hard drive of 250-GB. It is of major importance to 
say that because of space limitation of this paper 
and to only proof concepts proposed as well as for 
the sake of simplicity, one single experiment is 
particularly conducted with assuming a fully-
connected network of six sites.  
 
 
 
 
 

Site Capacity (C) in byte Partition Limit (PL) 

S1 1000 5 

S2 900 1 

S3 250 3 

S4 870 3 

S5 950 2 

S6 710 2 

       Table 2: Network Sites with Constraints  
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As mentioned earlier, for partitioning phase, the 
same procedure presented in [1] is also strictly 
followed in this work. As a result, the same 
outcomes of partitioning process are obtained (in 
this experiment) for both works. To recap, the 
execution steps have partly illustrated in following 
steps (all tables and pictures are taken from real 
implementation). In step 1; all information 
requirements of model are accurately given (Figure 
2). 
 

 
 
 
 
 
 
 

 
Fig2: The needed Information 

 
Step 2; based on these requirements along with 
proposed cost model, ARUM matrix is set to 
entirely be taken from [1] for the first four sites, 
while information of newly-added sites S5 and S6 is 
drawn in table 5. 
 

S

# 

Q

# 

Freque

ncy 

Mod Birth-date Salary Location 

RF/

UF 

P

1 

P

2 

P

3 

P

1 

P

2 

P

3 

P

1 

P

2 

P

3 

S

5 

Q

1 

2 RF 1 0 0 1 1 2 0 0 1 

S

5 

Q

1 

 UF 2 0 1 1 0 0 2 2 0 

S

5 

Q

3 

3 RF 0 2 1 2 5 0 1 3 1 

S

5 

Q

3 

 UF 1 0 0 2 1 0 2 0 1 

S

5 

Q

5 

2 RF 1 0 1 2 0 1 2 2 1 

S

5 

Q

5 

 UF 1 0 2 3 1 0 0 0 3 

S

6 

Q

2 

2 RF 3 1 0 2 3 1 1 2 0 

S

6 

Q

2 

 UF 0 1 1 2 2 0 1 2 0 

S

6 

Q

3 

1 RF 0 2 1 2 5 0 1 3 1 

S

6 

Q

3 

 UF 1 0 0 2 1 0 2 0 1 

Table 5: ARUM 
 

Attributes Type Length (Bytes) 

Staff-no  Nominal 3 

Staff-name Categorical 33 

Hire-date Categorical 30 

Pay Numerical 4 

Dept  Categorical 7 

Course-id  Nominal 3 

Table (3): Employee dataset 

Staff-no  Staff-name Hire-date Pay Dept Course-Id 

1 Anna 05/03/2012 10000 CS 22 

2 Browni 02/02/2011 11000 IS 31 

3 Swayer 05/03/2012 7050 ES 22 

4 Malik 12/12/2011 12000 ES 11 

5 Susan 03/03/2013 6500 ES 31 

6 Jasmin 04/02/2013 6500 IS 14 

7 Jessica 06/04/2012 7500 CS 22 

8 Jouvani 07/03/2011 12000 CS 11 

9 Salem 02/03/2012 10000 IS 31 

Table 4: Employee Relation 
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Step3; after applying cost model, Pay attribute is 
selected as the candidate partitioning attribute (CA). 
With assuming that Predicate Set of Pay is given as 
follows; PS = {PS1: Pay > 10000, PS2: Pay < 
10000, PS3: Pay = 10000}; then, partitions are set to 
be drawn as shown in tables (6-8). 
 

Staff-no  Staff-name Hire-date Pay Dept Course-Id 

2 Browni 02/02/2011 11000 IS 31 

4 Malik 12/12/2011 12000 ES 11 

8 Jouvani 07/03/2011 12000 CS 11 

Table 6: First partition  

Staff-no  Staff-name Hire-date Pay Dept Course-Id 

3 Swayer 05/03/2012 7050 ES 22 

5 Susan 03/03/2013 6500 ES 31 

6 Jasmin 04/02/2013 6500 IS 14 

7 Jessica 06/04/2012 7500 CS 22 

Table 7: Second partition 

Staff-no  Staff-name Hire-date Pay Dept Course-Id 

1 Anna 05/03/2012 10000 CS 22 

9 Salem 02/03/2012 10000 IS 31 

Table 8: Third partition 
 

6.1.Partitions Allocation 

As per allocation cost model of this work, the 
allocation process would be completed in two 
scenarios each of which is of two phases. Thus, 
from ARUM matrix along with using the cost 
functions of section 5, matrices below (9-13) are 
extracted as follows; (SFRP and SFUP stand for 
both Frequency Matrices of Partitions’ Retrieval and 
Update over sites). 
 
 
 
 
 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

TRFM and TFUM would be used to determine the 
precisely-calculated threshold of partitions’ 
allocation over sites as presented in [1]. Meanwhile, 

S#/Q# Q1 Q2 Q3 Q4 Q5 

S1 3 5 0 0 0 

S2 0 2 4 0 0 

S3 6 0 0 8 0 

S4 0 0 0 9 3 

S5 2 0 3 0 2 

S6 0 2 1 0 0 

Table 9: QFM 

 S#/ P# P1 P2 P3 

S1 13 18 11 

S2 12 26 2 

S3 6 14 18 

S4 6 9 12 

S5 12 17 6 

S6 6 11 2 

             Table 10: SFRP  

S#/ P# P1 P2 P3 

S1 462 442 442 

S2 472 232 313 

S3 463 224 163 

S4 424 393 143 

S5 443 332 434 

S6 426 214 442 

Table 11: TFPRS 

 
S#/ P# P1 P2 P3 

S1 13 10 0 

S2 12 8 0 

S3 14 16 0 

S4 18 21 0 

S5 14 5 0 

S6 6 5 0 

            Table 12: SFUP 

S#/ P# P1 P2 P3 

S1 363 333 3 

S2 376 343 3 

S3 333 432 3 

S4 288 172 0 

S5 368 368 0 

S6 356 302 0 

Table 13: TFPUS 

Ali A. Amer, Adel A. Sewisy
International Journal of Economics and Management Systems 

http://www.iaras.org/iaras/journals/ijems

ISSN: 2367-8925 166 Volume 2, 2017



the next matrices (14-17) are drawn as a result of 
implementing allocation cost model of section (5). 
(CFRP and CFUP stand for both Frequency 
Matrices of Partitions’ Retrieval and Update over 
Clusters of Sites) 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 

 

 

 

 
 

As per constraints of sites, the allocation process for 
partitions over sites is shown in tables (18 - 21). 
Therefore, tables (20; 21) show final partitions’ 
allocation for partitions according to [1], and tables 
(22; 23) display final partitions’ allocation of 
present work. It is worth indicating that allocation is 
just accomplished while site constraints are kept 
maintained.                                         
                                              

P#/S# S1 S2 S3 S4 S5 S6 

P1 0 1 0 capacity 

violation 

0 0 0 

P2 1 0 partition limit 

violation 

0 capacity 

violation 

1 1 1 

P3 1 0 partition limit 

violation 

1 1 1 1 

Table 18: Final Partitions Allocation ([1], replication adopted) 

 

P# /S# S1 S2 S3 S4 S5 S6 

P1  1     

P2 1      

P3 1 0 partition limit violation      

Table 19: Final Partitions Allocation ([1], no replication) 

 

P#/C# C1 C2 C3 

P# / S# S2 S6 S1 S4 S3 S5 

P1 1   1 0 (capacity 

violation) 

1 

P2 0 (partition limit 

violation) 

1  1 0 (capacity 

violation) 

1 

P3 0 (partition limit 

violation) 

1 1 1 1 1 

Table 20: Final Partitions Allocation (present work- replication 
adopted) 

 
 

S#/ P# P1 P2 P3 

S1 624 824 224 

S2 650 754 310 

S3 560 676 160 

S4 530 570 158 

S5 588 752 232 

S6 602 714 254 

Table 14: TFRUP  

 

 
C#/ P# P1 P2 P3 

C1 18 37 0 

C2 19 27 23 

C3 18 31 24 

             Table 15: CFRP 

C#/ P# P1 P2 P3 

C1 18 13 0 

C2 31 31 0 

C3 28 21 0 

Table 16: CFUP 

C#/ P# P1 P2 P3 

C1 380 434 189 

C2 246 306 84 

C3 330 424 89 

Table 17: TCSFRUP 
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P#/C# C1 C2 C3 

P#/ S# S2 S6 S1 S4 S3 S5 

P1 1      

P2 0 (partition limit violation) 1     

P3 0 (partition limit violation) 1     

Table 21: Final Partitions Allocation (present work- no 
replication adopted) 
 
7 Conclusion and Future Work 

 
In this work, an extended approach for horizontal 

partitioning is suggested and crucially integrated 
with proposed clustering algorithm for network sites 
and mathematically-based cost-effective data 
allocation and replication model. It is worth 
repeating that this work comes as an extension setup 
for previous work [1]. This work, like [1], performs 
partitioning and allocation on the fly that no 
supplemental complexity is being observed to 
allocate data partitions over network sites. 
Additionally, site clustering algorithm is accurately 
planned so that similar sites (in terms of 
communication costs) are to be clustered together in 
step ahead of conducting data allocation. 
Meanwhile, data allocation is known to have played 
a significant role in DDBS design and performance 
alike. In this work, therefore, it is fully done using 
proposed cost-effective model. A different data 
allocation scenarios are being considered that data 
replication is conducted using proposed replication 
model. A threshold of retrieval and update costs has 
been used to decide whether or not replicating 
partitions over sites. As a result of such precise data 
placement procedure, a significant enhancement has 
been believed to be recorded in terms of overall 
DDBSs performance through decreasing 
transmission costs among the sites of network. This 
undeniable fact however is going to be strongly 
proved in follow-up work with presently-given 
objective function being in mind. Constraints of 
clusters and sites are also considered to stimulate the 
real-world DDBS as well as strengthen the proposed 
work efficiency. Finally, due to the limited space of 
this work, experimental results (for one single 
experiment) are exclusively done for one single 
experiment to illustratively demonstrate work’s 
mechanism as well as to primarily meet two goals: 
to proof concepts of this work, and to show 
behaviors of both works. 
 

7.1 Future Work  

The follow-up work is completely set to be directed 
toward conducting more experiments on several real 
datasets of different sizes with diversifying number 
of queries and network sites to get on with many 
tests under different circumstances. Moreover, 
theoretical and internal and external evaluations are 
going to be extensively made along with comparing 
all results of all problems and their experiments 
under consideration. In the sense that the present 
work is expected to be accurately evaluated against 
[1] on the basis of drawn objective function of this 
work which is originally taken from [1], and 
significantly amended to reflect substantial actual 
reality of transmission costs. In short, all these 
suggestions would be effectively addressed in the 
follow-up work which set to come in purpose of 
theoretically and experimentally demonstrating 
extended work’s superiority and effectiveness. 
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