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Step3; after applying cost model, Pay attribute is 

selected as the candidate partitioning attribute (CA). 

With assuming that Predicate Set of Pay is given as 

follows; PS = {PS1: Pay > 10000, PS2: Pay < 

10000, PS3: Pay = 10000}; then, partitions are set to 

be drawn as shown in tables (6-8). 

 

Staff-no  Staff-name Hire-date Pay Dept Course-Id 

2 Browni 02/02/2011 11000 IS 31 

4 Malik 12/12/2011 12000 ES 11 

8 Jouvani 07/03/2011 12000 CS 11 

Table 6: First partition  

Staff-no  Staff-name Hire-date Pay Dept Course-Id 

3 Swayer 05/03/2012 7050 ES 22 

5 Susan 03/03/2013 6500 ES 31 

6 Jasmin 04/02/2013 6500 IS 14 

7 Jessica 06/04/2012 7500 CS 22 

Table 7: Second partition 

Staff-no  Staff-name Hire-date Pay Dept Course-Id 

1 Anna 05/03/2012 10000 CS 22 

9 Salem 02/03/2012 10000 IS 31 

Table 8: Third partition 

 

6.1.Partitions Allocation 

As per allocation cost model of this work, the 

allocation process would be completed in two 

scenarios each of which is of two phases. Thus, 

from ARUM matrix along with using the cost 

functions of section 5, matrices below (9-13) are 

extracted as follows; (SFRP and SFUP stand for 

both Frequency Matrices of Partitions’ Retrieval and 

Update over sites). 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

TRFM and TFUM would be used to determine the 

precisely-calculated threshold of partitions’ 

allocation over sites as presented in [1]. Meanwhile, 

S#/Q# Q1 Q2 Q3 Q4 Q5 

S1 3 5 0 0 0 

S2 0 2 4 0 0 

S3 6 0 0 8 0 

S4 0 0 0 9 3 

S5 2 0 3 0 2 

S6 0 2 1 0 0 

Table 9: QFM 

 S#/ P# P1 P2 P3 

S1 13 18 11 

S2 12 26 2 

S3 6 14 18 

S4 6 9 12 

S5 12 17 6 

S6 6 11 2 

             Table 10: SFRP  

S#/ P# P1 P2 P3 

S1 462 442 442 

S2 472 232 313 

S3 463 224 163 

S4 424 393 143 

S5 443 332 434 

S6 426 214 442 

Table 11: TFPRS 

 
S#/ P# P1 P2 P3 

S1 13 10 0 

S2 12 8 0 

S3 14 16 0 

S4 18 21 0 

S5 14 5 0 

S6 6 5 0 

            Table 12: SFUP 

S#/ P# P1 P2 P3 

S1 363 333 3 

S2 376 343 3 

S3 333 432 3 

S4 288 172 0 

S5 368 368 0 

S6 356 302 0 

Table 13: TFPUS 
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the next matrices (14-17) are drawn as a result of 

implementing allocation cost model of section (5). 

(CFRP and CFUP stand for both Frequency 

Matrices of Partitions’ Retrieval and Update over 

Clusters of Sites) 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

As per constraints of sites, the allocation process for 

partitions over sites is shown in tables (18 - 21). 

Therefore, tables (20; 21) show final partitions’ 

allocation for partitions according to [1], and tables 

(22; 23) display final partitions’ allocation of 

present work. It is worth indicating that allocation is 

just accomplished while site constraints are kept 

maintained.                                         
                                              

P#/S# S1 S2 S3 S4 S5 S6 

P1 0 1 0 capacity 

violation 

0 0 0 

P2 1 0 partition limit 

violation 

0 capacity 

violation 

1 1 1 

P3 1 0 partition limit 

violation 

1 1 1 1 

Table 18: Final Partitions Allocation ([1], replication adopted) 

 

P# /S# S1 S2 S3 S4 S5 S6 

P1  1     

P2 1      

P3 1 0 partition limit violation      

Table 19: Final Partitions Allocation ([1], no replication) 

 

P#/C# C1 C2 C3 

P# / S# S2 S6 S1 S4 S3 S5 

P1 1   1 0 (capacity 

violation) 

1 

P2 0 (partition limit 

violation) 

1  1 0 (capacity 

violation) 

1 

P3 0 (partition limit 

violation) 

1 1 1 1 1 

Table 20: Final Partitions Allocation (present work- replication 

adopted) 

 

 

S#/ P# P1 P2 P3 

S1 624 824 224 

S2 650 754 310 

S3 560 676 160 

S4 530 570 158 

S5 588 752 232 

S6 602 714 254 

Table 14: TFRUP  

 

 
C#/ P# P1 P2 P3 

C1 18 37 0 

C2 19 27 23 

C3 18 31 24 

             Table 15: CFRP 

C#/ P# P1 P2 P3 

C1 18 13 0 

C2 31 31 0 

C3 28 21 0 

Table 16: CFUP 

C#/ P# P1 P2 P3 

C1 380 434 189 

C2 246 306 84 

C3 330 424 89 

Table 17: TCSFRUP 
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P#/C# C1 C2 C3 

P#/ S# S2 S6 S1 S4 S3 S5 

P1 1      

P2 0 (partition limit violation) 1     

P3 0 (partition limit violation) 1     

Table 21: Final Partitions Allocation (present work- no 

replication adopted) 

 

7 Conclusion and Future Work 
 

In this work, an extended approach for horizontal 

partitioning is suggested and crucially integrated 

with proposed clustering algorithm for network sites 

and mathematically-based cost-effective data 

allocation and replication model. It is worth 

repeating that this work comes as an extension setup 

for previous work [1]. This work, like [1], performs 

partitioning and allocation on the fly that no 

supplemental complexity is being observed to 

allocate data partitions over network sites. 

Additionally, site clustering algorithm is accurately 

planned so that similar sites (in terms of 

communication costs) are to be clustered together in 

step ahead of conducting data allocation. 

Meanwhile, data allocation is known to have played 

a significant role in DDBS design and performance 

alike. In this work, therefore, it is fully done using 

proposed cost-effective model. A different data 

allocation scenarios are being considered that data 

replication is conducted using proposed replication 

model. A threshold of retrieval and update costs has 

been used to decide whether or not replicating 

partitions over sites. As a result of such precise data 

placement procedure, a significant enhancement has 

been believed to be recorded in terms of overall 

DDBSs performance through decreasing 

transmission costs among the sites of network. This 

undeniable fact however is going to be strongly 

proved in follow-up work with presently-given 

objective function being in mind. Constraints of 

clusters and sites are also considered to stimulate the 

real-world DDBS as well as strengthen the proposed 

work efficiency. Finally, due to the limited space of 

this work, experimental results (for one single 

experiment) are exclusively done for one single 

experiment to illustratively demonstrate work’s 

mechanism as well as to primarily meet two goals: 

to proof concepts of this work, and to show 

behaviors of both works. 

 

7.1 Future Work  

The follow-up work is completely set to be directed 

toward conducting more experiments on several real 

datasets of different sizes with diversifying number 

of queries and network sites to get on with many 

tests under different circumstances. Moreover, 

theoretical and internal and external evaluations are 

going to be extensively made along with comparing 

all results of all problems and their experiments 

under consideration. In the sense that the present 

work is expected to be accurately evaluated against 

[1] on the basis of drawn objective function of this 

work which is originally taken from [1], and 

significantly amended to reflect substantial actual 

reality of transmission costs. In short, all these 

suggestions would be effectively addressed in the 

follow-up work which set to come in purpose of 

theoretically and experimentally demonstrating 

extended work’s superiority and effectiveness. 
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