Naive Bayes Classifier for Dynamic Chaining approach in Multi-label Learning.
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Abstract: In this paper, we addressed an issue of building dynamic classifier chain ensembles for multi-label classification. We built a classifier that allows us to change label order of the chain without rebuilding the entire model. Such a model allows anticipating the instance-specific chain order without a significant increase in computational burden. The proposed chain model is built using the Naive Bayes classifier as a base single-label classifier. Additionally, we proposed a simple heuristic that allows the system to find relatively good label order. That is, the heuristic tries to minimise the phenomenon of error propagation in the chain. The experimental results showed that the proposed model based on Naive Bayes classifier and above-mentioned heuristic is an efficient tool for building dynamic chain classifiers.
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1 Introduction

Under well-known single-label classification framework, an object is assigned to only one class which provides a full description of the object. However, many real-world datasets contain objects that are assigned to different categories at the same time. All of these categories constitute a full description of the object. Omitting of one of these concepts induces a loss of information. Classification process in which such kind of data is involved is called multi-label classification [10]. A great example of a multi-label dataset is a gallery of tagged photos. Each photo may be described using such tags as mountains, sea, forest, beach, sunset, etc. Multi-label classification is a relatively new idea that is explored extensively for last two decades. As a consequence, it was employed in a wide range of practical applications including text classification [17], multimedia classification [24] and bioinformatics [33] to name a few.

Multi-label classification algorithms can be broadly partitioned into two main groups i.e. dataset transformation algorithms and algorithm adaptation approaches [10].

Methods belong to the group of algorithm adaptation approaches provides a generalisation of an existing multi-class algorithm. The generalised algorithm is able to solve multi-label classification problem in a direct way. Among the others, the most known approaches from this group are: multi label KNN algorithm [17], the Structured SVM approach [5] or deep-learning-based algorithms [31].

In this paper, we investigate only dataset transformation algorithms that decompose a multi-label problem into a set of single-label classification tasks. To reconstruct a multi-label response, during the inference phase, outputs of the underlying single-label classifiers are combined in order to create a multi-label prediction.

Let’s focus on one of the simplest decomposition methods. That is the binary relevance (BR) approach that decomposes a multi-label classification task into a set of one-vs-rest binary classification problems [1]. This approach assumes that labels are conditionally independent. However the assumption does not hold in most of real-life recognition problems, the BR framework is one of the most widespread multi-label classification methods [10]. This is due to its excellent scalability and acceptable classification quality [19].

To preserve scalability of BR systems, and provide a model of inter-label relations, Read et al. [22] provided us with the Classifier Chain model (CC) which establish a linked chain of modified one-vs-rest binary classifiers. The modification consists of an extension of the input space of single-label classifiers.
along the chain sequence. To be more strict, for a given label sequence, the feature space of each classifier along the chain is extended with a set of binary variables corresponding to the labels that precede the given one. The model implies that, during the training phase, input space of given classifier is extended using the ground-truth labels extracted from the training set. During the inference step, due to lack of the ground-truth labels, we employ binary labels predicted by preceding classifiers. The inference is done in a greedy way that makes the best decision for each of considered labels. That is, the described approach passes along the chain, information allowing CC to take into account inter-label relations at the cost of allowing the label-prediction-errors to propagate along the chain [23]. This way of performing classification induces a major drawback of the CC system. That is, the performance of a chain classifier strongly depends on chain configuration [23]. To overcome these effects, the authors suggested to generate an ensemble of chain classifiers (ECC). The ensemble consists of classifiers trained using different label sequences [22].

The originally proposed ECC ensemble uses randomly generated label orders. This simple, yet effective approach allows improving the classification quality significantly in comparison to single chain classifier. However, the intuition says that there is still room for improvement. Indeed, later research shows that the members of the ensemble may be chosen in such a way that provides further improvement of classification quality [12,11,29]. The above-cited research provides methods of building the entire ensemble in a heuristic way. That is, the algorithms generate a large set of random label orders and then chooses the best ensemble using a genetic algorithm.

Another strategy is to generate bootstrap samples of the original training set and then to choose the best classifiers for each of samples. Under this framework, the chain structure is usually optimised using Bayesian Network [36] or Monte Carlo optimisation [20].

The previously cited methods build ensemble structure during the training procedure. Consequently, throughout this paper, this kind of methods will be called static methods. The dynamic chain classifiers, on the other hand, determines the best label order at the prediction phase [4]. The above-mentioned classifier produces a set of randomly generated label sequences and then validates the chain classifiers. During the validation phase, each point from the validation set is assigned with a label order that produces the most accurate output vector for this point. As the experimental research shows, the dynamic methods of building a label order may achieve better classification quality [4].

We observed that during the building of a dynamic chain classifier, multiple chain classifiers must be learned. These classifiers are built using the same training set and differ only in chain order. As a consequence, the computational burden of the algorithm may be reduced if there exists a classifier that is trained once and changing the label sequence is done without rebuilding the model. To address this issue, we built a model based on the Naive Bayes [15] approach that meets the above-mentioned properties.

Additionally, we proposed a dynamic method of determining the chain order based on classification quality for each label separately.

The rest of the paper is organised as follows. Next Section 2 provides a formal description of the multi-label classification problem and describes the developed approach. Section 3 contains a description of the conducted experiments. The results are presented and discussed in Section 4. Finally, Section 5 concludes the paper.

2 Proposed Method

In this section, we introduce a formal notation of multi-label classification problem and provide a description of the proposed method.

2.1 Preliminaries

Under the multi-label (ML) formalism a $d$-dimensional object $\vec{x} = [x_1, x_2, \ldots, x_d] \in \mathcal{X}$ is assigned to a set of labels indicated by a binary vector of length $L$: $\vec{y} = [y_1, y_2, \ldots, y_L] \in \mathcal{Y} = \{0, 1\}^L$, where $L$ denotes the number of labels.

In this paper, we follow a statistical classification framework. As a consequence, it is assumed that object $\vec{x}$ and its set of labels $\vec{y}$ are realizations of corresponding random vectors $\vec{X} = [X_1, X_2, \ldots, X_d]$, $\vec{Y} = [Y_1, Y_2, \ldots, Y_L]$ and the joint probability distribution $P(\vec{X}, \vec{Y})$ on $\mathcal{X} \times \mathcal{Y}$ is known.

Because the above-mentioned assumption is never meet in real world, in this study, we suppose that multi-label classifier $H$, which maps feature space $\mathcal{X}$ to the set $\mathcal{Y}$, is built in a supervised learning procedure using the training set $\mathcal{T}$ containing $N$ pairs of feature vectors $\vec{x}$ and corresponding class labels $\vec{y}$:

$$\mathcal{T} = \left\{(\vec{x}^{(1)}, \vec{y}^{(1)}), (\vec{x}^{(2)}, \vec{y}^{(2)}), \ldots, (\vec{x}^{(N)}, \vec{y}^{(N)})\right\}.$$ (1)

2.2 Naive Bayes Classifier for Classifier Chains

In this paper, we consider ML classifiers build according to the chain rule. That is, the classifier $H$ is an
ensemble of \( L \) single-label classifiers \( \psi_l \) that constitutes a linked chain which is built according to a permutation of label sequence \( \pi \). As it was mentioned earlier, in this paper we follow the statistical classification framework. Consequently, each classifier \( \psi_{\pi(i)} \) along with the chain makes its decision according to the following rule:

\[
h_{\pi(i)}(\bar{x}) = \arg\max_{y \in \{0, 1\}} P(Y_{\pi(i)} = y|B_{\pi(i)}(\bar{x})), \tag{2}
\]

where \( B_{\pi(i)}(\bar{x}) \) is a random event defined below:

\[
B_{\pi(i)}(\bar{x}) = (\bar{X} = \bar{x}, Y_{\pi(i-1)} = h_{\pi(i-1)}(\bar{x})), \]

\[
\vdots
\]

\[
Y_{\pi(1)} = h_{\pi(1)}(\bar{x})).
\tag{3}
\]

The probability defined in (2) is then computed using the Bayes rule:

\[
P(Y_{\pi(i)} = y|B_{\pi(i)}(\bar{x})) = \frac{P(Y_{\pi(i)} = y)}{P(B_{\pi(i)}(\bar{x}))} \cdot P(B_{\pi(i)}(\bar{x})|Y_{\pi(i)} = y).
\tag{4}
\]

The term \( P(B_{\pi(i)}(\bar{x})) \) does not depend on event \( Y_{\pi(i)} = y \). Consequently, the decision rule (2) is rewritten:

\[
h_{\pi(i)}(\bar{x}) = \arg\max_{y \in \{0, 1\}} P(Y_{\pi(i)} = y)
\]

\*[\( P(B_{\pi(i)}(\bar{x})|Y_{\pi(i)} = y) \)].
\tag{5}

Now, to improve the readability we simplify the notation:

\[
P(B_{\pi(i)}(\bar{x})|Y_{\pi(i)} = y) = P(B_{\pi(i)}(\bar{x})|y).
\tag{6}
\]

Then, following the Naive Bayes rule, we assume that all random variables that constitute \( B_{\pi(i)}(\bar{x}) \) are conditionally independent given \( Y_{\pi(i)} = y \). Consequently, \( P(B_{\pi(i)}(\bar{x})|y) \) is defined using the following formula:

\[
P(B_{\pi(i)}(\bar{x})|y) = \prod_{m=1}^{d} P(\bar{X}_m = \bar{x}_m|y)
\]

\*[\( \prod_{i=1}^{l-1} P(Y_{\pi(i)} = h_{\pi(i)}(\bar{x})|y) \)].
\tag{7}

Now, it is easy to see that the term \( \prod_{i=1}^{l-1} P(Y_{\pi(i)} = h_{\pi(i)}(\bar{x})|y) \), contrary to \( \prod_{m=1}^{d} P(\bar{X}_m = \bar{x}_m|y) \), depends on the chain structure. Furthermore, all probability distributions used in the above-mentioned terms can be estimated during the training phase when the chain structure is unknown.

The training and inference phases are described in detail using pseudocode shown in Algorithms [1] and [2].

### Algorithm 1 Pseudocode of the learning procedure.

**Input data:**

\( T \) - training set;

**BEGIN**

Split \( T \) into \( T_A \) and \( V \) so that:

\( |T_A| = (1-t)|T| \) and \( |V| = (1-t)|T|, t \in (0, 1) \)

\( T_A \cap V = \emptyset \)

Using \( T_A \) build estimators of the following distributions:

\[
P(Y_{\pi(i)} = y|V_{\pi(i)} = y) \forall i \in \{1, 2, \ldots, L\}, y \in \{0, 1\}
\]

\[
P(\bar{X}_m|Y_{\pi(i)} = y) \forall i \in \{1, 2, \ldots, L\}, y \in \{0, 1\}, m \in \{1, 2, \ldots, d\}
\]

**END**

### Algorithm 2 Pseudocode of the inference procedure.

**Input data:**

\( \bar{x} \in X \) -- input instance;

\( V \) -- validation set;

**BEGIN**

\# Query the BR models

\( \forall i \in \{1, 2, \ldots, L\}:
\)

\[
e_1^i = \prod_{m=1}^{d} P(\bar{X}_m = \bar{x}_m|\bar{x}_i = 0);
\]

\[
e_2^i = \prod_{m=1}^{d} P(\bar{X}_m = \bar{x}_m|\bar{x}_i = 1);
\]

**END FOR**

Determine label permutation \( \pi \) using \( V \) and \( \bar{x} \);

**SET**

\( i = 1 \);

**DO:**

\[
h_{\pi(i)}(\bar{x}) = \arg\max_{y \in \{0, 1\}} e_1^i P(Y_{\pi(i)} = y)
\]

**FOR** \( j \in \{i+1, i+2, \ldots, L\}:

\[
de_1^j := e_1^i \cdot P(Y_{\pi(i)} = h_{\pi(i)}(\bar{x})|Y_{\pi(j)} = 0)
\]

\[
de_2^j := e_1^i \cdot P(Y_{\pi(i)} = h_{\pi(i)}(\bar{x})|Y_{\pi(j)} = 1)
\]

**END FOR**

\( s := i + 1 \);

**WHILE** \( (s < L) \);

**RETURN** \( [h_1(\bar{x}), h_2(\bar{x}), \ldots, h_L(\bar{x})] \);

**END**

### 2.3 Computational complexity

In this section, we assess the increase in computational complexity that the proposed algorithm causes.

First of all, it is easy to see that for both the original and the proposed algorithm the number of estimators that must be built to assess \( P(X_m|Y_{\pi(i)} = y) \forall i \in \{1, 2, \ldots, L\}, y \in \{0, 1\} \) is: \( 2Ld \).

The number of estimators of \( P(Y_{\pi(i)} = y) \forall i \in \{1, 2, \ldots, L\}, y \in \{0, 1\} \) that must be built is also the same for both classifiers: \( L \).

The key difference is in the number of estimators of \( P(Y_{\pi(i)}|Y_{\pi(i)} = y) \) that must be built. For the original CC classifier the number of estimators that is built is \( L(L-1) \). On the other hand our method builds \( 2L^2 \) estimators.

At the inference phase, the only additional calculations are performed to determine the permutation of labels. Since the validation set is involved in this process, a number of calculations is proportional to \( O(|V|L) \).
2.4 Dynamic Chain order

In this subsection, we define a local measure of classification quality. To do so, we employed a modified version of the well-known $F_1$ measure.

First of all, we defined a fuzzy neighbourhood in the input space. The neighbourhood of an instance $\vec{x}$ is defined using the following fuzzy set [35]:

$$\mathcal{N}(\vec{x}) = \left\{ (\vec{x}^{(n)}, \vec{y}^{(n)}, \mu(\vec{x}, \vec{x}^{(n)})) : (\vec{x}^{(n)}, \vec{y}^{(n)}) \in V \right\},$$

(8)

where each triplet $(\vec{x}^{(n)}, \vec{y}^{(n)}, \zeta)$ defines fuzzy set with the membership coefficient $\zeta$. The membership function $\mu(\vec{x}, \vec{x}^{(n)})$ is defined using gaussian potential function:

$$\mu(\vec{x}, \vec{x}^{(n)}) = \exp(-\beta \delta(\vec{x}, \vec{x}^{(n)})^2).$$

(9)

The distance function $\delta(\vec{x}, \vec{x}^{(n)})$ is simple euclidean distance and the $\beta$ coefficient is tuned during the experiments.

Then, we define set of points that belongs to given label $\mathcal{V}_l$ and that are classified as given label $\mathcal{D}_l$:

$$\mathcal{V}_l = \left\{ (\vec{x}^{(n)}, \vec{y}^{(n)}, 1) : (\vec{x}^{(n)}, \vec{y}^{(n)}) \in V, \vec{y}^{(n)} = 1 \right\}$$

(10)

$$\mathcal{D}_l = \left\{ (\vec{x}^{(n)}, \vec{y}^{(n)}, 1) : (\vec{x}^{(n)}, \vec{y}^{(n)}) \in V, h^{BR}_l(\vec{x}^{(n)}) = 1 \right\}$$

(11)

The above-mentioned classifier responses are related to the binary relevance classifier that can be built without knowing the order of the chain. The classifier is defined using the following classification rule:

$$h^{BR}_{\pi(i)}(\vec{x}) = \arg\max_{\vec{y} \in \{0, 1\}} P(\vec{Y}_{\pi(i)} = y)$$

$$\times \prod_{m=1}^{d} P(\vec{X}_m = \vec{x}_m | \vec{Y}_{\pi(i)} = y)$$

(12)

Since the neighbourhood of a given instance is defined as a fuzzy set, consistently the above-mentioned sets are also defined as fuzzy. However, the sets are fuzzy singletons. The visualisation of aforementioned sets is provided in Figure 1.

Using the above-mentioned sets we define local True Positive rate, False Positive rate, False Negative rate respectively:

$$TP_l(\vec{x}) = |\mathcal{V}_l \cap \mathcal{D}_l \cap \mathcal{N}(\vec{x})|,$$

(13)

$$FP_l(\vec{x}) = |(\mathcal{D}_l \setminus \mathcal{V}_l) \cap \mathcal{N}(\vec{x})|,$$

(14)

$$FN_l(\vec{x}) = |(\mathcal{V}_l \setminus \mathcal{D}_l) \cap \mathcal{N}(\vec{x})|,$$

(15)

where $| \cdot |$ is the cardinality of a fuzzy set [7]. Then, we define the local measure of classification quality:

$$F_l(\vec{x}) = \frac{2TP_l(\vec{x})}{2TP_l(\vec{x}) + FP_l(\vec{x}) + FN_l(\vec{x})}$$

(16)

Finally, the label order $\pi$ is chosen so that the following inequalities are met:

$$F_{\pi(1)}(\vec{x}) \geq F_{\pi(2)}(\vec{x}) \geq \cdots \geq F_{\pi(L)}(\vec{x}).$$

(17)

That is labels for whom the classification quality is higher precedes other labels in the chain structure. In other words, this simple heuristic is aimed at dealing with error propagation in the chain structure by employing the most accurate models at the beginning of the chain.

2.5 The Ensemble Classifier

Now, let us define a ML $K$ - element classifier ensemble: $eH = \{H_1, \ldots, H_K\}$. The ensemble is built using classifier chain algorithms defined in previous sections. Each ensemble classifier is built using a subset of the original dataset. The size of subset is 66% of the original training set.

The BR transformation may produce imbalanced single-label dataset. To prevent the classifier from learning from a highly imbalanced dataset, we applied the random undersampling technique [9]. The majority class is undersampled when imbalance ratio is higher than 20. The goal of undersampling is to keep the imbalance ratio at the level of 20.

The research on the application of Naive Bayes algorithm under the CC framework shows that when the number of features in the input space is significantly higher in comparison to the number of labels the Naive Bayes classifier may not perform well [4]. To prevent the proposed system from being affected by this phenomenon, we applied the feature selection procedure for each single-label separately. That is, the attributes are selected in order to improve the classification quality for given label. The feature selection removes only attributes related to the original input space. Features related to labels are passed through the chain without selection. We employed

![Figure 1: Visualisation of ground truth labels and the decision set of the algorithm.](image-url)
the selection procedure based on correlation. In other words, we select attributes that are highly correlated to the predicted label and their inter-correlations are low [14]. Additionally, if the number of selected features is higher than 300, we select 300 random features from the set of previously selected features.

The final prediction vector of the ensemble is obtained via a simple averaging of response vectors corresponding to base classifiers of the ensemble followed by the thresholding procedure:

\[
\tilde{h}_i(x) = \left\lfloor K^{-1} \sum_{k=1}^{K} h^k_i(x) > 0.5 \right\rfloor,
\]

where \(\lfloor \cdot \rfloor\) is the Iverson bracket.

### 3 Experimental Setup

The conducted experimental study provides an empirical evaluation of the classification quality of the proposed method and compares it to reference methods. Namely, we conducted our experiments using the following algorithms:

1. The proposed approach (Section 2).
2. Static ensemble generated using a genetic algorithm [29]. The ensemble is tuned to optimise the macro-averaged \(F_1\) measure
3. ECC ensemble with randomly generated chain orders [22].
4. OOCC dynamic method proposed by da Silva et al. [4]. The ensemble is tuned to optimise the example-based \(F_1\) measure. Additionally, the reference method uses single split into training and validation sets.

In the following sections of this paper, we will refer to the investigated algorithms using the above-said numbers. The reference algorithm also uses Naive Bayes algorithm with data preprocessing procedures described in Section 2.5.

The extraction of training and test datasets was performed using 10 fold cross-validation. For each ensemble, the proportion of the training set \(T_A\) was fixed at \(t = 0.6\) of the original training set (see Algorithm 1). For each ensemble, the size of the committee was set to \(K = 20\). For the algorithm based on the genetic algorithm, the initial size of the committee was set to \(3K\). Each numeric attribute in the training and validation datasets was also standardised. After the standardisation, the mean value of the attribute is 0 and its standard deviation is 1.

The \(\beta\) coefficient was tuned during the training procedure using 3 CV approach. The best value among \(\{1, 2, \cdots, 10\}\) is chosen.

Single label classifiers were implemented using WEKA software [13]. Multi-label classifier were implemented using Mulan software [26].

The experiments were conducted using 32 multi-label benchmark sets. The main characteristics of the datasets are summarized in Table 1. We used datasets from the sources abbreviated as follows: A [3], B [21], M–[27]; W–[33]; X–[34]; Z–[37]; T–[28]; O – [18]. Some of the employed sets needed some preprocessing. That is, we used multi-label multi-instance [37] sets (sources Z and W) which were transformed to single-instance multi-label datasets according to the suggestion made by Zhou et al. [37]. Multi-target regression sets (No 9, 31) were binarised using simple thresholding strategy. That is if the resulting label is set relevant. Two of the used datasets are synthetic ones (source T) and they were generated using algorithm described in [28]. To reduce the computational burden, we use only a subset of original Tmc2007 and IMDB sets. Additionally, the number of labels in Stackex datasets is reduced to 15.

The algorithms were compared in terms of 11 different quality criteria coming from three groups [19]. Instance-based (Hamming, Zero-One, \(F_1\), False Discovery Rate, False Negative Rate); Label-based. The last group contains the following measures: Macro Averaged (False Discovery Rate (FDR, 1-Precision), False Negative Rate (FNR, 1-Recall), \(F_1\)) and Micro Averaged versions of the above-mentioned criteria.

Statistical evaluation of the results was performed using the Wilcoxon signed-rank test [6, 32] and the family-wise error rates were controlled using the Holm procedure [6, 16]. For all statistical tests, the significance level was set to \(\alpha = 0.1\). Additionally, we also applied the Friedman test followed by the Nemenyi post-hoc procedure [6].

### 4 Results and Discussion

The results of the experimental study are presented in Tables 2 – 4 and Figure 2. Tables 2 and 3 show full results of the experiment. Table 4 provides results of the statistical evaluation of the experiments. Figure 2 visualises the average ranks and provide a view of the Nemenyi post-hoc procedure.

First, let’s analyse differences between the proposed heuristic and the simple ECC ensemble. The proposed method is tailored to optimise the macro-averaged \(F_1\) loss so we begin with investigating macro-averaged measures. It is easy to see that both
It means that the proposed method makes significantly less false positive predictions. Consequently, under the macro-averaged $F_1$ loss the proposed method outperforms the ECC ensemble. The same pattern is also presented in results related to micro-averaged measures. However, the difference for the micro-averaged $F_1$ measure is not significant. In contrast, under example based measures, except the Hamming loss, there are no significant differences between investigated methods.

The results show that the proposed heuristic provides an effective way of improving classification quality for classifier chains ensemble. Moving the best performing label-specific models at the beginning of the chain reduces the error that propagates along the chain. What is more, the experimental study also showed that the Naive Bayes classifier combined with proper data preprocessing may be effectively employed in classifier chain ensembles.

Now, let’s compare the proposed method to the other algorithm based on the dynamic chain approach. When we investigate the example-based criteria it is easy to see that the OOCC algorithm outperforms the proposed one in terms of FDR and Hamming loss. Those results combined with results achieved in terms of macro and micro averaged measures shows that the OOCC method seems to be too much conservative. That is, it tends to makes many false negative predictions in comparison to the other methods. The outstanding results for the Hamming loss are a consequence of the imbalanced nature of the multi-label data. That is, the presence of labels is relatively rare and the prediction that contains many false negatives may achieve inadequately high performance under the Hamming loss [19].

On the other hand, the average ranks clearly show that the method based on genetic algorithm achieves the best results in comparison to the other investigated methods. The main reason is that the GA-based approach optimises the entire ensemble structure, whereas the investigated dynamic chain methods, choose the best label order for single classifier, and the prediction that contains many false negatives may achieve inadequately high performance under the Hamming loss [19].
Another way of improving this idea is to build different classifiers that would be able to change the chain ensembles. The proposed dynamic classifier is a first heuristic that optimises the entire ensemble in a dynamic way. The main goal of this research was to provide an effective chain classifier that allows changing label order at relatively low computational cost. We achieved it using a classifier based on the Naive Bayes approach. To prove that the proposed method allows handling inter-label relations in an efficient way, we proposed a simple heuristic method that determines label order that should minimise label propagation error. Indeed, the experimental results showed that the proposed method is able to produce a good chain structure at a low computational cost. However, the proposed method of building a dynamic ensemble does not allow to outperform the static system that optimizes the entire ensemble structure. The obtained results are very promising. We believe that there is still a room for improvement. In our opinion, the performance of the system may be improved if we provide better, a better heuristic that optimises the entire ensemble in a dynamic way. The proposed dynamic classifier is a first step in the process of investigating dynamic classifier chain ensembles.

Another way of improving this idea is to build different classifiers that would be able to change the
Table 4: Result of statistical evaluation. Rnk stands for average rank over all datasets, Frd is the p-value obtained using the Friedman test and Wp-i denotes the p-value associated with the Wilcoxon test that compares the i-th algorithm against the others.

<table>
<thead>
<tr>
<th>Alg. No.</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>EX FDR</th>
<th>EX FNR</th>
<th>EX FDR</th>
<th>EX FNR</th>
<th>EX FDR</th>
<th>EX FNR</th>
</tr>
</thead>
<tbody>
<tr>
<td>Hamming</td>
<td>2.453</td>
<td>2.672</td>
<td>3.031</td>
<td><strong>1.848</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Zero-One</td>
<td>.02113</td>
<td>.19410</td>
<td>.358</td>
<td>.199</td>
<td>.761</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Wp-1</td>
<td>.702</td>
<td>0.205</td>
<td>0.063</td>
<td>.101</td>
<td>.038</td>
<td>.249</td>
<td>.053</td>
<td>.700</td>
<td>.070</td>
<td>.070</td>
</tr>
<tr>
<td>Wp-2</td>
<td>.319</td>
<td>.039</td>
<td>.006</td>
<td>.368</td>
<td>.005</td>
<td>.239</td>
<td>.136</td>
<td>.015</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Wp-3</td>
<td>.001</td>
<td>.009</td>
<td>.007</td>
<td>.040</td>
<td>.040</td>
<td>.040</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Rnk</strong></td>
<td><strong>2.453</strong></td>
<td><strong>2.672</strong></td>
<td><strong>3.031</strong></td>
<td><strong>1.848</strong></td>
<td><strong>2.141</strong></td>
<td><strong>2.969</strong></td>
<td><strong>2.375</strong></td>
<td><strong>2.844</strong></td>
<td><strong>2.906</strong></td>
<td><strong>2.281</strong></td>
</tr>
<tr>
<td><strong>Frd</strong></td>
<td><strong>.02113</strong></td>
<td><strong>.19410</strong></td>
<td><strong>.358</strong></td>
<td><strong>.199</strong></td>
<td><strong>.761</strong></td>
<td><strong>.019</strong></td>
<td><strong>.295</strong></td>
<td><strong>.134</strong></td>
<td><strong>.053</strong></td>
<td><strong>.700</strong></td>
</tr>
<tr>
<td><strong>Wp-1</strong></td>
<td><strong>.702</strong></td>
<td><strong>0.205</strong></td>
<td><strong>0.063</strong></td>
<td><strong>.101</strong></td>
<td><strong>.038</strong></td>
<td><strong>.249</strong></td>
<td><strong>.136</strong></td>
<td><strong>.015</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Wp-2</strong></td>
<td><strong>.319</strong></td>
<td><strong>.039</strong></td>
<td><strong>.006</strong></td>
<td><strong>.368</strong></td>
<td><strong>.005</strong></td>
<td><strong>.239</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Wp-3</strong></td>
<td><strong>.001</strong></td>
<td><strong>.009</strong></td>
<td><strong>.007</strong></td>
<td><strong>.040</strong></td>
<td><strong>.040</strong></td>
<td><strong>.040</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

chain structure without retraining the entire model.
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