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Abstract: This paper employs a design of two sub-controllers based on Linear Quadratic Regulator (LQR) for Two
Rotor Aero-dynamical System (TRAS) in two degree of freedom (2-DOF) motion. Two Rotor Aero-dynamical
System (TRAS) is a nonlinear multi-input multi-output (MIMO) system with strong cross coupling. The main
focus of the research work is to control both the horizontal and vertical angles of the system so that the desired
trajectory is tracked while rejecting disturbances. In this work, TRAS is decoupled into two subsystems (horizontal
and vertical) and the derivation of the linear model of each subsystem is developed using Jacobean linearisation
matrix. Optimal LQR controller is designed and tuned using Particle Swarm Optimisation (PSO) algorithm for
each subsystem. The designed sub-LQR controllers are combined with integral action gain, full state observe and
an anti-integral windup based on back-calculation technique. Simulation results show that the decoupled integral
LQR controller (DILQRC) exhibits a better performance in terms of transient and steady state responses with
significant reduction of settling time, overshoot percentage and error index it also requires less and smooth control
signal in case of tracking a step input as compared to the cross coupled PID controller (CCPIDC). Furthermore, a
successful experimental validation is demonstrated to emphasise the effectiveness of the proposed control method.

Key–Words: Two Rotor Aerodynamical System (TRAS), Linear Quadratic Regulator (LQR), integral action gain,
Particle Swarm Optimisation (PSO), full state observer, anti-windup, back-calculation.

1 Introduction

Control of two rotor aerodynamical system (TRAS) has
become one of the most challenging engineering tasks
due to the complicated nonlinear interaction and signifi-
cant cross-coupling between the horizontal and vertical
planes. Furthermore, some state variables are not ac-
cessible for measurement.

Fractional order PID controller using Nelder-Mead
optimisation technique was able to minimise the cross
coupling between the system planes also it required less
control effort to stabilise the system as compared to
other classical PID controllers [1]. On the other side,
the system has a settling time above 9 seconds for both
horizontal and vertical angles of the system as well as
a high percentage of overshoot above 13% for both an-
gles. A composite controller of active disturbance re-
jection and input shaping command has been investi-
gated in simulation and real time implementation as
reported in [2]. However, both angles of the system
have a settling time of more than 6.3 seconds and 9.1

seconds in simulation and experimental results, respec-
tively. Fixed structure H∞ controller with static linear
decoupling method is found to be capable of handling
the system effectively because of its simple structure
and robust nature as proposed in [3].

In [4], an optimal tuned Linear Quadratic Regulator
(LQR) controllers have shown good results to control
and stabilise the system for each horizontal and verti-
cal planes with magnificent reduction in settling time
and overshoot percentage, but the controllers were only
implemented in simulation for one degree of freedom
(1-DOF) motion and the robustness of the system was
not investigated. Optimal LQR controller with integral
action gave better performance as compared to the slid-
ing mode controller [5] and an optimal LQR controller
is found to provide a better performance with reduced
control effort as compared to the classical PID con-
troller [6]. Nevertheless, both studies show that the sys-
tem has a settling time above 5 seconds for both angles
and no conclusions were drawn on the system robust-
ness properties.
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Wen and Lu [7] experimentally validated the use
of robust deadbeat control technique for the twin rotor
MIMO system in 2-DOF, however, the vertical angle
takes about 8 seconds to be settled with a small per-
centage of overshoot in the horizontal angle. Simula-
tion and experimental results of Multiple models with
second level adaption controller showed improvement
in transient and steady responses in comparison with
single model adaptive controller [8]. However, the sim-
ulation results shows that the system settles in less than
7 seconds for both angles, meanwhile, that performance
significantly degraded in the real-time implementation
as the system takes more than 12 seconds to be settled
for both angles with 35.6% of overshoot in the vertical
angle.

A multivariable integral sliding mode controller
has been used to track both the azimuth and pitch an-
gles of the system and it showed excellent tracking be-
haviour for both angles with small errors [9]. In [10],
a nonlinear model predictive controller (MPC) with ex-
tended Kalman filter is validated experimentally to have
a superior performance as compared to multivariable
PID controller, in spite of that, the tuning of the large
number of MPC parameters was the most time con-
suming problem in this study. MIMO model predictive
controller is found to be capable of handling the cross
coupling between the system parameters while reject-
ing disturbances and maintains robustness to the sys-
tem as reported in [11]. However, the system is able to
track the reference trajectories with a settling time less
than 20 seconds and a percentage of overshoot less than
7.5% for both angles, moreover, the system is subjected
to a number of oscillations due to the gravity effect.

It can be concluded that the control of TRAS sys-
tem is divided into two main categories: the linear and
nonlinear controllers. The linear controllers have a sim-
ple structure and lower computational cost but they are
suffering from long settling time and a higher percent-
age of overshoot. On the other hand, the nonlinear con-
trollers have a superior performance and robust nature
but they involve a higher computational cost and dif-
ficulties in real time implementation, especially those
who are involved adaption laws that significantly in-
crease the computational load and deteriorate the tran-
sient response when the adaption is initiated [12].

The main contribution of this work, is the design-
ing of two linear sub-controllers based on optimal tuned
LQR controller with integral action for TRAS system in
2-DOF that have a simple structure, low computational
cost and faster tracking response with small percent-
age of overshoot as compared to other controller design
techniques presented in the literature.

In this work, TRAS is decoupled into two subsys-
tems (horizontal and vertical) and the derivation of the
linear model of each subsystem is developed using Ja-
cobean linearisation matrix. Optimal LQR controller
is designed and tuned using Particle Swarm Optimisa-
tion (PSO) algorithm for each subsystem with the ad-
dition of integral action. Full state observer based on
Luenberger observer is designed for each subsystem
in order to estimate the states of the system. Further-
more, an anti-integral windup technique based on back-
calculation is implemented for each sub-controller. The
evaluation of the designed controller is based on set
point tracking and disturbance rejection, and in order to
provide a point of comparison the performance of the
designed controller is compared to the existing cross
coupled PID controller (CCPIDC) tuned by the manu-
facturer.

The remainder of this paper is organised as follows:
Section 2 describes the linear and nonlinear models of
TRAS system. In section 3, an optimal LQR controller
with integral action is presented. The principles of PSO
algorithm is illustrated in section 4, followed by the de-
sign of full state observer in section 5. Section 6, shows
the design of an anti-integral windup technique based
on back-calculation. Stability analysis of closed loop
subsystems are carried out in section 7. Simulation and
experimental result are deliberated in Sections 8 and 9,
respectively followed by the concluding remarks in sec-
tion 10.

2 TRAS Description and Modelling

The two rotor Aero-dynamical system (TRAS) is a
multivariable system that has two inputs and two out-
puts with significant interaction between its parameters.
TRAS is a laboratory setup that is used to test and val-
idate various flight control methods as it resembles the
behaviour of helicopter in certain aspects as shown in
Figure 1. The TRAS model description and physical
parameters are provided in Table 1 [13].

However, in a typical helicopter, the aerodynamic
force is controlled by changing the angle of attack of
the blades while in laboratory setup, it is constructed
such that the angle of attack of the blades is fixed and
the controlling is done by varying the rotational speed
of the rotors. The TRAS consists of two rotors which
are the main and tail rotors. Both rotors are driven by
two direct current (DC) motors, the main rotor is used to
control the vertical motion (pitch angle) and the tail ro-
tor is used to control the horizontal motion (azimuth an-
gle). Two counterbalance levers attached with a weight
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Fig. 1 TRAS system [13].

at their ends are fixed to the beam at the pivot that de-
termines the steady-state pitch angle [13].

2.1 Nonlinear Models

The mathematical modelling of the horizontal plane can
be written as in Eq. 1 to Eq. 3 [13]:

ẋ1 =
1

Jh
x2 (1)

ẋ2 =
ltFh (x3)

Ih
− kh

Jh
x2 +

a1
Jh × Ih

x2 | x3 | (2)

ẋ3 = uh −
uh (x3)

Ih
(3)

where:

Fh(x3) ∼=− 4.869× 10−20x53 − 5.035× 10−17x43

+ 4.64× 10−12x33 + 7.562× 10−9x23

+ 2.435× 10−5x3 − 0.003716 (4)

uh(x3) ∼=− 1.08× 10−20x53 + 5.25× 10−18x43

+ 1.43× 10−12x33 − 8.13× 10−10x23

+ 0.0001534x3 + 0.002067 (5)

where: x1 is the azimuth angle, x2 is the azimuth angu-
lar velocity, x3 is the rotational speed of the tail rotor,

uh is the control input to the tail rotor, Fh(x3) is a non-
linear relationship between the rotational speed of the
tail rotor and horizontal thrust and uh(x3) is a nonlin-
ear relationship between the rotational speed of the tail
rotor and the control input to the tail rotor.

The mathematical modelling of the vertical plane
can be written as in Eq. 6 to Eq. 8 [13]:

ẋ4 =
1

Jv
x5 (6)

ẋ5 =
lmFv(x6)

Iv
− kv

Jv
x5 −

a2kv
Jv × Iv

x5 | x6 |

+ g((A−B) cosx4 + C sinx4) (7)

ẋ6 = uv −
uv (x6)

Iv
(8)

where:

Fv(x6) ∼=− 1.345× 10−18x56 − 5.221× 10−16x46

+ 3.513× 10−11x36 + 2.17× 10−18x26

+ 0.0002012x6 − 0.01453 (9)

uv(x6) ∼=− 1.1× 10−18x56 + 1.522× 10−16x46

− 8.796× 10−12x36 − 1.46× 10−9x26

+ 0.00021664x6 − 0.003139 (10)

where: x4 is the pitch angle, x5 is the pitch angular ve-
locity, x6 is the rotational speed of the main rotor, uv
is the control input to the main rotor, Fv(x6) is a non-
linear relationship between the rotational speed of the
main rotor and vertical thrust and uv(x6) is a nonlinear
relationship between the rotational speed of the main
rotor and the control input to the main rotor.

2.2 Linear Models

The LQR controller is a linear state feedback controller
which requires a linear model to be implemented, thus
each nonlinear subsystem is linearised using Jacobean
linearisation matrix around the equilibrium point (x, u)
at (0, 0) [14]. Where x is the states of each subsystem
and u is the control input. The A and B Jacobean lin-
earisation matrices for each subsystem can be evaluated
as follows [14]:

A =
∂f

∂x

∣∣∣∣
x=0,u=0

;B =
∂f

∂u

∣∣∣∣
x=0,u=0
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Table 1 Parameters definition of TRAS [13].
Symbol Description Value

lt The length of the tail rotor 0.216 m

lm The length of the main rotor 0.202 m

kh Friction constant of the tail propeller 0.00589

kv Friction constant of the main propeller 0.01271

Jh Moment of inertia with respect to vertical axis 0.02683 kgm2

Jv Moment of inertia with respect to horizontal axis 0.0300571 kgm2

Ih Moment of inertia for the tail rotor 2.7027× 10−5 kgm2

Iv Moment of inertia for the main rotor 1.64× 10−4 kgm2

a1 Mechanical constant 3.3× 10−6

a2 Mechanical constant 9.28× 10−6

A Mechanical constant 0.0947

B Mechanical constant 0.04465

C Mechanical constant 9.54136× 10−3

g Gravitational acceleration 9.81 ms-2

where: f is the differential equation of each state.
The linear model of each subsystem can be ob-

tained by evaluating the Jacobean linearisation matri-
ces, choosing the azimuth and pitch angles as the out-
put states for the C matrix of the horizontal and vertical
subsystems, respectively and assumes zero feedforward
D matrix for each subsystem.

The linear model of the horizontal plane can be
written in state space form as in Eq. 11:

 ẋ1

ẋ2

ẋ3

 =

 0 37.27 0
0 −0.22 0.195
0 0 −5.68

 x1

x2

x3

+

 0
0
1

 [uh]

yh =
[
1 0 0

]  x1

x2

x3

+ [0] [uh]

(11)
The linear model of the vertical plane can be writ-

ten in state space form as in Eq. 12:

 ẋ4

ẋ5

ẋ6

 =

 0 33.27 0
−0.10 −0.42 0.25

0 0 −1.42

 x4

x5

x6

+

 0
0
1

 [uv ]

yv =
[

1 0 0
]  x4

x5

x6

+ [0] [uv ]

(12)

3 LQR Controller with Integral Ac-
tion Gain

By considering a linear time invariant system, the state
and output equations with control input can be written

as in Eq. 13 and Eq. 14, respectively [15]:

ẋ = Ax + Bu (13)

y = Cx (14)

The conventional LQR design problem is to min-
imise the following quadratic performance index func-
tion as in Eq. 15 [16]:

J =

∫ ∞
0

(
xTQx + uTRu

)
dt (15)

The control input here is linear and the control
penalty is given by

(
uTRu

)
where R ∈ <m×m is the

square positive definite matrix. The state penalty is ex-
pressed as

(
xTQx

)
where Q ∈ <n×n is a positive semi-

definite matrix. The control value u is representing the
optimal control input, which is given by Eq. 16 [16]:

u (t) = −Kx (t) = −R−1BTPx(t) (16)

The matrix K is determined to minimise the perfor-
mance index. Here, P is the solution of Riccati equa-
tion, and K is the linear optimal feedback matrix. Ric-
cati equation can be solved by Eq. 17 [16]:

PA + ATP − PBR−1BTP + Q = 0 (17)

The Q and R matrices plays an important role on
the overall system performance, thus they should be
chosen appropriately.

By adding an integral action, a new state that is
multi dimensional will be added to the original states
of the system [15].
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Then the system has the state vector
[
x xa

]T ,
where xa is the new integral state, thus we have [15]:

ẋa = r − y = r − Cx (18)

u =
[
−K Ke

] [ x
xa

]
(19)

where: r is the reference signal and Ke is the integral
action gain.

By substituting Eq. 18 and Eq. 19 in Eq. 17 and
Eq. 16 yields [15]:

[
ẋ
ẋa

]
=

[
A−BK BKe

−C 0

] [
x
xa

]
+

[
0
1

]
r (20)

y =
[
C 0

] [ x
xa

]
(21)

The state space representation of the state feed-
back control with integral action is shown in Eq. 20 and
Eq. 21. By choosing appropriate state feedback gain
and integral action gain that makes the system asymp-
totically stable, the system output will accurately track
the reference signal [14].

4 Particle Swarm Optimisation (PSO)

PSO optimisation technique was originally inspired by
the behaviour of fish swarms, as well as bees and other
species [17]. The concept in this technique is to look for
the best solution among the whole swarm for a specific
cost function. PSO was introduced by James Kennedy
and Russell Eberhart in (1995) and it is used as a power-
ful optimisation algorithm in many applications for its
satisfactory results.

Implementing PSO is very simple as only two
equations are required for the optimisation process: po-
sition equation and velocity equation . For each step in
PSO, all particles will be initialised with a random posi-
tion and velocity vectors and they will be evaluated to a
cost function relevant to their position. Similar to most
optimisation techniques finding Personal Best xPB and
Global Best xGB for all particles in each iteration step
will be calculated and the position and velocity vectors
of each particle will be updated according to Eq. 22 and
Eq. 23 [17]:

vi(t + 1) =w × vi(t) + c1 × r1 × (xPB − xi(t))

+ c2 × r2 × (xGB − xi(t)) (22)

xi(t + 1) = xi(t) + vi(t + 1) (23)

where: w is the inertia weight factor, c1 and c2 are
the personal acceleration coefficient and social accel-
eration coefficient, respectively and r1 and r2 are ran-
domly distributed numbers between (0, 1). The param-
eter w makes the particles converge to global best solu-
tion rather than oscillating around it.

The optimisation processes are carried out for the
tuning of Q and R matrices of each LQR sub-controller.
Each optimisation process is carried out for 100 itera-
tions. The cost function used in the tuning process is the
minimisation of settling time and percentage of over-
shoot as in Eq. 24:

F = ST + OV (24)
where: ST is the settling time and OV is the percentage
of overshoot.

Figure 2 shows the convergence of the cost function
for each optimisation process for both the horizontal
and vertical sub-controllers parameters tuning. It can
be clearly noticed that the particles of PSO is able to
find the best solution in almost forty number of itera-
tions. Table 2 shows the result from each optimisation
process.

0 20 40 60 80 100

Iterations

2.262

2.265

2.268

2.271

2.274

2.277
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t (

S
T

+
O

V
)

Horizontal best cost

(a)

0 20 40 60 80 100

Iterations

18.955

18.962

18.969

18.976

18.983

18.99

 V
er

tic
al

 b
es

t c
os

t (
S

T
+

O
V

)

Vertical best cost

(b)
Fig. 2 The convergence of PSO cost function. (a) Hor-
izontal controller best cost, (b) Vertical controller best
cost.

Table 2 Results of PSO algorithm for each sub-
controller parameter’s tuning.
Sub-controller Q matrix R matrix

Horizontal

 538.93 0 0
0 0 0
0 0 0

 [
0.94

]

Vertical

 6097.30 0 0
0 0 0
0 0 0

 [
0.16

]
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5 Full State Observer

LQR controller requires that all states of the system are
available for measurement [18]. For each subsystem
there are three state variables, whereas only two are ac-
cessible for measurement. Thus a full state observer is
designed for each subsystem.

The mathematical model of the observer for linear
time invariant system (LTI) can be defined as in Eq. 25
[18]:

ˆ̇x = Ax̂ + Bu + L(y − Cx̂) (25)

Since the system is controlled by the estimated
feedback, the control input can be written as in Eq. 26 :

u = −Kx̂ + Kexa (26)

The estimated states can be written as in Eq. 27:

˙̂x = Ax̂ + B(−Kx̂ + Kexa) + L(Cx− Cx̂) (27)

and it can be arranged as in Eq. 28:

˙̂x = (A− LC −BK)x̂ + LCx + BKexa (28)

The inputs to the observer are the output y and the
control input u. The gain L is called the observer gain
and it is used as a correction for the model. Chosen
of appropriate observer gain value determine how fast
the error between the actual and estimated states will
converge to zero [18].

As a rule of thumb the observer poles determined
by the matrix (A− LC −BK) should be chosen to be
two to five times faster than the controller poles to make
sure that the error of the observer converges to zero very
fast. However, if the output signal is contaminated by
disturbances and measurement noises then the observer
poles should be chosen to be slower than the controller
poles, so that the bandwidth of the system will become
lower and smooth the noise [18].

The horizontal observer poles are chosen to be five
times faster than the horizontal controller poles. On the
other side, the vertical observer poles are chosen to be
four times slower than the vertical controller poles due
to the vibrations that occur to the presence of rotor load,
motor torque [19] and measurement noise which result
in a number of oscillation in the system response with
long settling time.

To demonstrate the effect of the vertical observer
poles selection on the overall vertical controller perfor-
mance, the vertical plane is subjected to sinusoidal sig-
nal with a measurement noise of a distributed random
sequence with noise power of 0.1 × 10−6 as shown in
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d
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d
)
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(b)
Fig. 3 The effect of observer poles selection on the ver-
tical controller performance. (a) Model output with five
times faster observer poles, (b) Model output with four
times slower observer poles.

Figure 3. It can be clearly observed that the the out-
put of the vertical plane deviates significantly from the
reference signal when the observer poles are five times
faster than the controller poles, while in case if the ob-
server poles are four times slower than the controller
poles the controller is able to smooth the noise and track
the reference signal.

The closed loop of each subsystem with state feed-
back controller, integral action gain and full state ob-
server can be written in state space form as in Eq. 29:



ẋ

ẋa

˙̂x


=



A BKe −BK

−C 0 0

LC BKe A − LC − BK





x

xa

x̂


+



0

1

0


r

y =


C 0 0





x

xa

x̂



(29)

The overall performance of each controller is influ-
enced by the eigenvalues of the state space in Eq. 29,
thus they should be placed appropriately to ensure the
stability of whole system.

Saeed Al-Haddad, Herman Wahid
International Journal of Control Systems and Robotics 

http://www.iaras.org/iaras/journals/ijcsr

ISSN: 2367-8917 78 Volume 4, 2019



6 Anti-integral Windup Compensator
(Back-calculation)

In practice all control loops and processes contain non-
linearities such as saturation in actuators. One of the
most well known phenomena in control system is the
integrator windup especially when the system starts up
[20]. Back-calculation technique is based on recom-
puting the integral term when the controller reaches
its limits. In particular, the integral value is increased
or decreased by feeding the error signal that produced
from the difference between the saturated and unsatu-
rated control signal to the integral action state [20].

Since the linear controller is designed to operate
within a linear range, ignoring the actuator nonlineari-
ties will cause the integrator to windup which will sig-
nificantly deteriorate the closed loop performance. This
performance deterioration, is in the form of large over-
shoot and long settling time [21]. For TRAS system
the control signals for the main and tail motors are nor-
malised and change in the range [-1,+1] which corre-
sponds to a voltage range of [-24V,+24V].

In back-calculation technique the difference be-
tween the saturated control signal and unsaturated con-
trol signal is fed back to the integral action state, thus
the new integral action state can be written as follows:

˙̂xa = r − y + (ū− u) (30)

˙̂xa = e + (ū− u) (31)

where: e is the difference between the reference signal
and the measured output.

The controller input for each subsystem with the
addition of back-calculation is modified in time domain
as in Eq. 32:

u = −Kx̂ + Ke

t∫
0

(e + (ū− u))dt (32)

Rewriting the control input equation in Laplace do-
main as follows:

u = −Kx̂ +
Ke

s
e +

Ke

s
(ū− u) (33)

where the saturation function sat is defined as in Eq. 34
and Eq. 35:

ū = sat(u) (34)

ū =


umin if u < umin

u if umin ≤ u

umax if u > umax

≤ umax (35)

When the actuator saturates, the feedback signal
(ū − u) attempts to drive the error between the satu-
rated and unsaturated control signals to zero by recom-
puting the integral action state such that the controller
output is exactly at the saturation limit. When there is
no saturation, the difference between ū and u will be
equal to zero, which breaks the feedback loop of back-
calculation, in this case the controller performs as in
standard mode (u = ū).

When the actuator saturates u is differnet from ū.
Since the controller is not aware of the saturation in the
actuator it computes the states as if the system input
is u, therefore state estimation errors can be alleviated
simply by feeding ū to each observer instead of u [22].
The closed loop system under the proposed DILQRC
with full state observer and back-calculation technique
is shown in Figure 4.

7 Stability Analysis of Closed Loop
Subsystems

After the designing of the sub-LQR controllers com-
bined with integral action gain, full state observer and
back-calculation anti-integral windup technique, the
closed loop analysis was carried out before the imple-
mentation on the 2-DOF nonlinear TRAS model and
real TRAS system.

Frequency response of each closed loop subsys-
tem with linear and nonlinear models is estimated using
linear analysis tool in MATLAB/Simulink for the fre-
quencies from 0.01 rad/s to 100 rad/s. Figure 5 Shows
the estimated frequency response of each closed loop
subsystem. The average estimated bandwidths is ap-
proximately 1.43 rad/s and 1.35 rad/s for the horizontal
and vertical closed loop subsystems, respectively. The
vertical bandwidth is slightly lower than the horizon-
tal bandwidth, this would yield the vertical controller
to attenuate and smooth more exogenous disturbance
or measurement noise signals that may enter the sys-
tem. Both horizontal and vertical closed loop subsys-
tems have a gain margin of approximately 14 dB and
15 dB, respectively and phase margin of roughly 175◦

and 151◦, respectively, which indicates that each closed
loop subsystem is asymptotically stable.

Saeed Al-Haddad, Herman Wahid
International Journal of Control Systems and Robotics 

http://www.iaras.org/iaras/journals/ijcsr

ISSN: 2367-8917 79 Volume 4, 2019



rv
+−

ev
+

+
1
s

xav
Kev +−

uv ūv
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Fig. 4 TRAS with decoupled integral LQR controller (DILQRC), full state observer and back-calculation technique.
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Fig. 5 Estimated frequency response of each closed loop subsystem. (a) Horizontal subsystem , (b) Vertical subsys-
tem.
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8 Simulation Results

The performance of the closed loop system is depend-
ing on the transient response of the system, error, con-
trol and total variation indices. For assessing the tran-
sient response characteristic, the rise time (RT ) is de-
fined as the time it takes for the response to rise from
10% to 90% of the steady state value, the settling time
(ST ) is defined as the time it takes for the response to
fall within 5% of the steady state value and the percent-
age of the overshoot (OV ) as the the maximum peak
value of the response expressed as a percentage of the
steady state value [18]. Error index is defined as the
integrated absolute of error (IAE) between the refer-
ence signal and the controlled variable and is given as
in Eq. 36 [23]:

IAE =

∫ ∞
0
| e(t) | dt (36)

where: e(t) is the difference between the reference sig-
nal and the controlled variable.

The control index is defined as the integrated abso-
lute control signal (IAC) that determines the amount
of the control effort produced by the controller and is
given as in Eq. 37 [23]:

IAC =

∫ ∞
0
| u(t) | dt (37)

where: u(t) is the control signal.
The total variation (TV ) index characterise the

smoothness of the control signal and input usage and
is given as in Eq. 38 [8] :

TV =

ns∑
m=1

| ui(m + 1)− ui(m) | (38)

where: ns is the number of samples and
ui(1), ui(2), ..., ui(ns) is the discretised sequence
of the input signals.

Lower indices indicate accurate tracking for the
reference signal, less control effort and less aggres-
sive changes in control signal, respectively. The closed
loop system is implemented in MATLAB/Simulink us-
ing ode5 solver with a fixed step size of 0.01 s. For
testing purpose, a nonlinear 2-DOF TRAS model given
in [13] is considered in this study for the evaluation of
the designed controller performance.

8.1 Set Point Tracking

In this sub-section, simulation results of decoupled in-
tegral LQR controller (DILQRD) and cross coupled
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Fig. 6 Step input response of TRAS with DILQRC and
CCPIDC.

Table 3 Step reference performance characteristics.
Controller Plane RT (s) ST (s) OV (%)

CCPIDC [13]
Horizontal 2.07 44.77 9.75
Vertical 0.49 7.02 42.06

DILQRC
Horizontal 1.39 2.02 0.70
Vertical 1.37 5.44 10.02

PID controller (CCPIDC) for set point tracking are dis-
cussed and compared. Figure 6 shows the response
of the TRAS system due to step input of 0.8 rad in
horizontal plane and 0.3 rad in vertical plane with
both DILQRC and CCPIDC. Table 3 summaries the
step reference performance characteristics of DILQRC
and CCPIDC. For the horizontal plane the DILQRC
achieves better performance by reducing the rise time
by 32.85%, the settling time by 95.49% and the per-
centage of overshoot by 92.82% as compared to the
CCPIDC. For the vertical plane the CCPIDC has a bet-
ter rise time than the DILQRC, meanwhile, it takes 7.02
seconds to be settled, whereas the DILQRC takes only
5.44 seconds to be settled with magnificent reduction in
overshoot percentage from 42.06% to 10.02% as com-
pared to CCPIDC.

Figure 7 shows the input control signal of DILQRC
and CCPIDC due to step input. The error, control and
total variation indices of DILQRC and CCPIDC due to
step input are summarised in Table 4. It can be clearly
observed that the DILQRC reduces the error index for
both planes indicating accurate tracking for the refer-
ence signal with less control effort and less aggres-
sive changes in the control signal as compared to the
CCPIDC.

Figure 8 shows the response of the TRAS sys-
tem due to square wave input with amplitude of 0.8
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Fig. 7 Control signal of DILQRC and CCPIDC due to
step input.

Table 4 Error, control and total variation indices of
DILQRC and CCPIDC due to step input.

Controller Plane IAE IAC TV

CCPIDC [13]
Horizontal 3.30 9.00 3.68
Vertical 1.04 20.33 3.00

DILQRC
Horizontal 0.82 8.75 2.76
Vertical 1.03 20.14 2.06

rad and frequency of 0.025 Hz in horizontal plane and
square wave input with amplitude of 0.3 rad and fre-
quency of 0.03Hz in vertical plane for both DILQRC
and CCPIDC.

Figure 9 shows the input control signal of DILQRC
and CCPIDC due to square wave input. Table 5 sum-
maries the error, control and total variation indices for
DILQRC and CCPIDC due to square wave input sig-
nal. It can be clearly observed that the DILQRC pro-
duces high control effort with more aggressive changes
in the control signal as compared to the CCPIDC. On
the other side, the DILQRC maintains accurate tracking
for the reference signal by reducing the error index of
horizontal and vertical angles by 32.05% and 31.66%,
respectively.

Table 5 Error, control and total variation indices of
DILQR and CCPIDC due to square wave input.

Controller Plane IAE IAC TV

CCPIDC [13]
Horizontal 13.98 16.20 27.21
Vertical 7.17 28.05 22.33

DILQRC
Horizontal 9.50 16.54 35.76
Vertical 4.90 28.88 28.70
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Fig. 8 Square-wave response of TRAS with DILQRC
and CCPIDC.
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Fig. 9 Control signal of DILQRC and CCPIDC due
square wave input.

8.2 Disturbance Rejection

To examine the ability of each controller to reject the
disturbance and maintain accurate tracking for the ref-
erence signal an external step input disturbance of 0.2
rad is injected to the system in both planes at time 25
seconds as shown in Figure 10. It can be noticed that
the DILQRC rejects the disturbance very fast and main-
tains accurate tracking for the reference signal in both
planes as compared to the CCPIDC.

Figure 11 shows the input control signal of
DILQRC and CCPIDC due to step input subjected to
external disturbance. Table 6 summaries the error, con-
trol and total variation indices for each controller with
step input subjected to external disturbance. It can be
observed that the the DILQRC requires slightly higher
control effort to stabilise both planes of the system with
more aggressive changes in the control signal as com-
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Fig. 10 Step input response of TRAS with DILQRC
and CCPIDC subjected to external disturbance.
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Fig. 11 Control signal of DILQRC and CCPIDC due to
step input subjected to external disturbance.

pared to CCPIDC. In terms of error index, the DILQRC
achieves better performance by rejecting the distur-
bance very fast and maintains accurate tracking for the
reference signal by reducing the error index by 68.91%
and 7.14% for horizontal and vertical planes, respec-
tively as compared to the CCPIDC.

9 Experimental Results

A successful validation of the proposed control strat-
egy is validated through experimental results with real
TRAS system in 2-DOF, the experimental validation is
based on set point tracking and disturbance rejection of
both DILQRC and CCPIDC.

Table 6 Error, control and total variation indices of
DILQRC and CCPIDC due to step input subjected to
external disturbance.

Controller Plane IAE IAC TV

CCPIDC [13]
Horizontal 3.41 8.66 5.15
Vertical 1.40 18.80 4.37

DILQRC
Horizontal 1.06 8.74 8.68
Vertical 1.30 18.85 7.72
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Fig. 12 Step input response of TRAS with DILQRC
and CCPIDC.

9.1 Set Point Tracking

For the step set point tracking the system is subjected
to step input of 0.8 rad in horizontal plane and 0.3 rad
in vertical plane. Figure 12 shows the response of the
TRAS system due to step input with both DILQRC and
CCPIDC. Table 7 summaries the step reference perfor-
mance characteristics of DILQRC and CCPIDC. For
the horizontal plane the DILQRC achieves better per-
formance than the CCPIDC by reducing the rise time
by 39.60% and the settling time by 46.49%. For the
vertical plane the CCPIDC has a better rise time than
the DILQRC but it takes 8.90 seconds to be settled,
whereas the DILQRC takes only 2.60 seconds with
magnificent reduction in overshoot percentage from
62.09% to 1.24%.

Figure 13 shows the input control signal of

Table 7 Step reference performance characteristics.
Controller Plane RT (s) ST (s) OV (%)

CCPIDC [13]
Horizontal 2.02 3.42 0.00
Vertical 1.08 8.90 62.09

DILQRC
Horizontal 1.22 1.83 0.48
Vertical 2.16 2.60 1.24
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Fig. 13 Control signal of DILQRC and CCPIDC due to
step input.

Table 8 Error, control and total variation indices of
DILQRC and CCPIDC due to step input.

Controller Plane IAE IAC TV

CCPIDC [13]
Horizontal 1.96 7.29 201.52
Vertical 0.97 10.86 87.58

DILQRC
Horizontal 0.89 6.34 145.52
Vertical 0.52 10.81 16.93

DILQRC and CCPIDC due to step input. The er-
ror, control and total variation indices of DILQRC and
CCPIDC due to step input are summarised in Table 8. It
can be clearly observed that the DILQRC significantly
reduces the error index by 54.59% and 46.39% for hori-
zontal and vertical planes, respectively indicating accu-
rate tracking for the reference signal with less control
effort and less aggressive changes in the control signal
as compared to the CCPIDC.

Figure 14 shows the response of the TRAS system
due to square wave input with amplitude of 0.8 rad and
frequency of 0.025 Hz in horizontal plane and square
wave input with amplitude of 0.3 rad and frequency
of 0.03Hz in vertical plane with both DILQRC and
CCPIDC. It can be clearly observed that the DILQRC
accurately tracks the reference signal in both planes
with reduced number of oscillation in vertical plane as
compared to the CCPIDC.

Figure 15 shows the input control signal of
DILQRC and CCPIDC due to square wave input. Ta-
ble 9 summaries the error, control and total variation in-
dices for DILQRC and CCPIDC due to square wave in-
put signal . It can be observed that the the DILQRC re-
quires less control effort to stabilise the horizontal plane
with less aggressive changes in control signal as com-
pared to CCPIDC. For the vertical plane the DILQRC
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Fig. 14 Square-wave response of TRAS with DILQRC
and CCPIDC.
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Fig. 15 Control signal of DILQRC and CCPIDC due to
square-wave input.

requires higher control effort to stabilise the system
with less aggressive changes in control signal as com-
pared to CCPIDC. In terms of error index, the DILQRC
achieves better performance by maintaining accurate
tracking for the reference signal by reducing the error
index by 28.57% and 24.40% for horizontal and ver-
tical planes, respectively as compared to the CCPIDC.
In addition, it can be noticed that the CCPIDC produce
high frequency control signal due to the presence of the
differential part of the controller, which results in more
aggressive changes in the control signal.

9.2 Disturbance Rejection

With the presence of environmental disturbances on
real laboratory TRAS system, an external step input dis-
turbance of 0.2 rad is injected in both planes of the sys-
tem at time 25 seconds. The performance of DILQRC
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Table 9 Error, control and total variation indices of
DILQRC and CCPIDC due to square-wave input.

Controller Plane IAE IAC TV

CCPIDC [13]
Horizontal 15.76 25.09 2050.10
Vertical 10.49 24.64 725.29

DILQRC
Horizontal 11.25 22.66 756.96
Vertical 7.93 25.15 66.44
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Fig. 16 Step input response of TRAS with DILQRC
and CCPIDC subjected to external disturbance.

and CCPIDC is recorded and compared as shown in
Figure 16. It can be noticed that the DILQRC rejects
the disturbance very fast and maintains accurate track-
ing for the set point in both planes as compared to the
CCPIDC.

Figure 17 shows the input control signal of
DILQRC and CCPIDC due to step input subjected
to external disturbance. Table 10 summaries the er-
ror, control and total variation indices of DILQRC and
CCPIDC subjected to external disturbance. It can be
observed that the the DILQRC requires higher control
effort to stabilise both planes of the system with less
aggressive changes in control signal as compared to
CCPIDC. In terms of error index, the DILQRC achieves
better performance by rejecting the disturbance very
fast and maintains accurate tracking for the reference
signal by reducing the error index by 47.27% and
34.35% for horizontal and vertical planes, respectively
as compared to the CCPIDC.

10 Conclusion

In this work, control and stabilisation of the nonlin-
ear TRAS system in 2-DOF motion is successfully
achieved. Decoupled integral LQR controller combined
with full state observer and anti-integral windup com-
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Fig. 17 Control signal of DILQR and CCPID con-
trollers due to step input subjected to external distur-
bance.

Table 10 Error, control and total variation indices of
DILQRC and CCPIDC due to step input subjected to
external disturbance.

Controller Plane IAE IAC TV

CCPIDC [13]
Horizontal 2.20 7.49 416.03
Vertical 1.31 8.22 126.60

DILQRC
Horizontal 1.16 8.60 199.71
Vertical 0.86 9.37 21.81

pensator based on back-calculation technique has been
described in this paper. Simulation and experimental
results show that the DILQRC has a better transient
and steady state responses with magnificent reduction
of settling time, overshoot percentage and error index
also it requires less and smooth control signal in case of
tracking a step input as compared to the CCPIDC. In all
the experiments, the DILQRC produces a smooth con-
trol signal with less aggressive changes as compared to
the CCPIDC, furthermore, the settling time for the sys-
tem is less than 2.61 seconds for both angles, which is
considered as the fastest settling time as compared to
the other controller design techniques presented in the
literature. Overall, the DILQRC has the ability of main-
taining accurate tracking for the reference signal with
fast disturbance rejection as compared to the existing
CCPIDC tuned by the manufacturer.
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