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Abstract: - In this paper, we propose a fast motion estimation algorithm to be used for motion-compensated 
frame rate up conversion (FRUC). The FRUC techniques are used to enhance the visual quality of the low 
frame rate video on display. By using the motion vectors obtained from motion estimation process, the new 
frames can be interpolated. The motion estimation is the key part of the FRUC process but it is suffers from 
high computational complexity. Therefore we proposed fast overlapped block motion estimation algorithm 
which can be adapted to FRUC algorithm. We reduce the complexity of the motion estimation by using new 
sub-block calculation order based fast motion estimation algorithm.  
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1 Introduction 
Frame rate up-conversion refers to the technique 
that increase frame rate of the video from the one 
with a lower frame rate through the process of 
producing new frames and inserting them into the 
original video. FRUC has been used for the 
conversion between two display formats with 
different frame rates, or to remove the temporal 
redundancy in video coding. Recently, FRUC has 
become a new area of applications to the reduction 
of motion blur of the hold-type displays such as 
liquid crystal display (LCD). As the motion blur of 
the moving image on the LCD can be greatly 
reduced, major display manufacturers increase the 
frame rate of the TV from 60 Hz to 120 or 240 Hz.  
 Normally, motion compensated FRUC conducts 
two processes for interpolating a new frame. First 
part is motion estimation (ME). The ME process 
searches motion vectors by calculating the 
displacement of moving objects between two or 
more consecutives frames. Second one motion 
compensated interpolation (MCI) [1] which is a 
process to make an interpolated frame with motion 
vectors obtained from ME process.    
 Until now, several ME algorithms have been 
introduced and the most popular method is block 
matching algorithm (BMA) because of its superior 
scalability [2-4] and easy to implement in software 
and hardware. In FRUC, there are two motion 
estimation methods, bidirectional and unidirectional 
ME (UME). The bidirectional ME (BME) is an 
efficient method to reduce hoes and occluded region. 

Many BME algorithms are proposed such as 
extension of original BME [5], overlapped BME 
methods [6-8], and multi frame based BME [9]. To 
overcome the weakness of the UME method, Kang 
et al. proposed a FRUC algorithm using both BME 
and UME [10].  
 Most of the algorithms utilize at least one ME 
process to get the motion information. The ME 
process is the most computational process in FRUC 
because it searches all blocks in the search window. 
In addition many FRUC algorithms utilize 
overlapped block motion estimation (OBME) which 
improves the accuracy of the motion vector and it 
requires more computational complexity.  
 To reduce the computational burden, Many Fast 
ME algorithm have been introduces, such as 
successive elimination algorithm (SEA) [11], partial 
distortion search (PDS), normalized partial 
distortion search (NPDS) [12], and adjustable partial 
distortion search (APDS) [13]. Among them, APDS 
algorithm shows the fastest computation time and 
least image quality degradation. However, APDS is 
designed only for 16 x 16 block size and this 
algorithm cannot be adopted for OBME which has 
various block sizes. Therefore we propose new fast 
overlapped block motion estimation algorithm for 
variable block sizes. 
 
 
2 Proposed algorithm 
 
2.1 Bi-directional motion estimation 
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Table 1. Offsets of the pth partial distortion from 
the upper left corner pixel of a sub-block 

k (sk, tk) k (sk, tk) 
1 (0,0) 9 (1,0) 
2 (2,2) 10 (3,2) 
3 (2,0) 11 (0,1) 
4 (0,2) 12 (2,3) 
5 (1,1) 13 (3,0) 
6 (3,3) 14 (1,2) 
7 (3,1) 15 (2,1) 
8 (1,3) 16 (0,3) 

 
Conventional BME searches a motion vector by 
using temporal symmetry between the 
corresponding blocks in the previous and current 
frames as shown in Fig. 1. When finding the best 
matching block, the BME uses the sum of 
bidirectional absolute differences (SBAD) which is 
given as follows: 
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where (dx,dy) denotes the candidate motion vector, 
and fn-1 and fn are the previous and current frames. 
Wx and Wy denote the horizontal and vertical 
positions of a block respectively, and S represents 
the search window. From eq. (1), the final motion 
vector is selected when the candidate motion vector 
has the minimum SBAD value in the search window.  
 
 
2.2 Proposed Fast Overlapped Block Motion 
Estimation (FOBME) 
The original APDS is designed for only block which 
has 16 x 16 block size but the proposed algorithm 
expend this algorithm to 4M x 4M block size for the 
FRUC algorithm.  

The partial distortion search (PDS) is terminated 
early when the calculated partial SAD dk is greater 
than SADmin. The PDS divides the macroblock into 
4x4 sub-blocks, which are defined as 
 

\
1

4 4

( , )

   ( , )  ,

N N

k n k k
i j
i j

n k k

d f x i s dx y j t dy

f x i s dx y j t dy

−
= =
+ +

= + + − + + −

− + + + + + +

∑∑
 (2) 

 

 

Fig. 1. Example of proposed computation order 
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where dk is kth partial distortion, while (sk, tk) 
denotes the pixel coordinates of the upper left corner 
pixel of the sub-block which is shown in Table 1. 
During the block matching, the partial matching 
error Dk accumulated for every period, is computed 
and compared with the mini-mum SAD.  

In order to reject the improper candidate earlier, 
the Normalized Partial Distortion Search (NPDS) 
uses normalization. Instead of using Dk, normalized 
partial distortion Dnorm is compared with the 
normalized minimum SAD. Dnorm is defined as 
follows:  
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The probability of early rejection is greatly 

increased by adopting normalization. As a result, 
performance improves about from 10 to 12 times in 
terms of computation reduction; however, false 
rejection also occurs, because distortion does not 
have various motion vectors inside the block. Due to 
this erroneous rejection, the performance of the 
NPDS is not sufficient in comparison with that of 
FS. 

The proposed extended APDS algorithm is 
combination of PDS and NPDS with quality factor k. 
It decides whether the block-matching on the 
current candidate continues or stops for the rest of 
the partial distortions. In this algorithm to achieve 
adjustable control, adjustable distortion D(n,k) is 
defined as 

  
2 2
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where N2 denotes the total number of pixels in the 
block and n denotes the number of counted pixels in 
partial distortion. SADmin represents the minimum 
SAD value which is founded during motion 
estimation process. Using the SADmin value, 
adjustable distortions are calculated for each step. 
   Based on sub block calculated order as shown in 
Fig.1, the partial distortion is calculated. Fig.1 
shows an example of 24 x 24 block size using 
method A shown in Fig. 2(a) and this concept can 
be easily expended to block size which is 4M x 4M. 
If the calculated partial distortion is larger than the 

pre-calculated adjustable distortion, rest process of 
current candidate block is skipped and goes to the 
next block.  

The proposed sub-block calculation can be used 
as two approaches. First one uses fixed 4x4 block 
method as shown in Fig. 2(a). In this case, we 
combine proposed block calculation order and 
existing sub block calculation order as shown in 
Table. 1. Second method is the inverse of first one 
which uses proposed block calculation order as sub 
block as shown in Fig. 2(b). The sub block size of 
second method can be determined as quarter of total 
block size. This sub block size does not contain 
overlapped block size.  
 
3 Experimental result 
The proposed algorithm is simulated using the 720p 
(1280×720): FourPeople (600 frames), Johnny (600 
frames) KristenAndSara (600 frames), and 1080p 
(1920×1080) test sequences: BasketballDrive (500 
frames), Cactus (500 frames), and ParkScene (240 
frames). In this experiment, the proposed algorithm 
is tested on 2 different block sizes with ±16 search 
range. We evaluated the performance of the 
proposed in terms of the peak signal-to-noise ratio 
(PSNR) of the interpolated frames, which represents 
the metrics most commonly used for evaluating the 
image quality and processing time to check the 
computation reduction.  

Table 2 and Table 3 show the experimental 
results of PSNR and computation time of 720p and 
1080p video resolution, respectively. We used 
16×16 block size and 4 overlapped area and it 
means 24×24 overlapped block size. Likewise, 
32×32 block and 8 overlapped block size is 48×48 
overlapped block size. We tested ten different k 
values from 0.01 to 0.1 to find the optimal value for 
different video resolution and block size. We 
compared two proposed block division method. We 
can find that when k value is 0.01, the results show 
the video quality for the 24×24 overlapped block 
size. For the 48×48 overlapped block size, 0.02 
produces best image quality but 0.01 shows very 
small PSNR degradation than 0.02 with higher 
speed. From the results, the optimal k value can be 
chosen from 0.01 which satisfies both speed and 
video quality.  
     Table 4 and Table 5 show the result of proposed 
method B on 720p and 1080p videos, respectively. 
The method B also shows the best performance in 
term of both video quality and speed when k is 0.01. 
However, method B shows slightly better speed and 
similar video quality compared with method A 
when the block size is small in this experiment 24 x 
24. When block size is 48 x 48, method B shows 

(a) 

 

(b) 

Fig. 2. Two proposed block division methods (a) 
method A, (b) method B 
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faster speed but produces slight quality degradation 
on 720p. For the 1080p videos, method B shows 
better image quality and speed on 24 x 24 and 
method A achieves better speed and quality on 48 x 
48 than method B.  

The proposed FOBME shows better video 
quality than full search algorithm and it has similar 
characteristic with APDS. The proposed method 
approximately 25 times faster than FS algorithm and 
it can be combined with other search point reduction 
algorithm to further reduce the computational 
complexity for FRUC using variable block size. 
 

 
4 Conclusion 
In this paper, we proposed fast overlapped block 
motion estimation algorithm for FRUC algorithm. 
We proposed a new block calculation order which 
can be expended any 4M x 4M size block motion 
estimation. The experimental result shows that the 
proposed algorithm approximately 25 times faster 
than full search algorithm when k is set as 0.01 and 
better video quality. The proposed algorithm can be 
combined search point reduction algorithm to 
further reduce the computational complexity. 

Table 2. Experimental results using method A of 
PSNR (dB) and computation time (second) for 
720p videos  

sequence k 
BS:16 OL:4 BS:32 OL:8 

PSNR Time PSNR Time 

Four 
People 

FS 40.02  1652  40.35  1545  
0.01  40.16  58 40.37  27  
0.02  40.16  68  40.37  31  
0.03  40.16  77  40.37  36  
0.04  40.16  82  40.37  42  
0.05  40.16  93  40.37  48  
0.06  40.16  102  40.37  54  
0.07  40.15  110  40.37  59  
0.08  40.15  117  40.37  64  
0.09  40.15  124  40.37  69  
0.10  40.15  130  40.37  73  

Johnny 

FS 40.89  2069  41.43  1944  
0.01  41.25  87 41.63  43  
0.02  41.25  117  41.63  61  
0.03  41.24  146  41.62  81  
0.04  41.24  173  41.63  105  
0.05  41.24  203  41.63  129  
0.06  41.24  230  41.62  148  
0.07  41.24  247  41.62  162  
0.08  41.24  273  41.62  174  
0.09  41.24  291  41.62  187  
0.10  41.24  307  41.62  200  

Kristen 
AndSara 

FS 41.04  1851  41.49  1757  
0.01  41.16  76 41.47  34  
0.02  41.15  91  41.48  44  
0.03  41.15  98  41.48  56  
0.04  41.15  115  41.48  69  
0.05  41.15  132  41.48  82  
0.06  41.15  146  41.48  94  
0.07  41.15  158  41.48  104  
0.08  41.15  170  41.48  112  
0.09  41.15  182  41.48  120  
0.10  41.15  193  41.48  128  

 

Table 3. Experimental results using method A 
of PSNR (dB) and computation time (second) 
for 1080p videos  

sequence k 
BS:16 OL:4 BS:32 OL:8 

PSNR Time PSNR Time 

Basket 
ballDrive 

FS 28.37  3463  29.87  3368  
0.01  28.47  256  29.90  173 
0.02  28.47  355  29.90  250  
0.03  28.47  452  29.90  320  
0.04  28.46  528  29.90  386 
0.05  28.46  602  29.91  447  
0.06  28.46  676  29.91  504  
0.07  28.47  758  29.91  558  
0.08  28.47  815  29.91  608  
0.09  28.47  874 29.91  656  
0.10  28.47  908 29.91  698  

Cactus 

FS 30.35  3479  31.87  3392  
0.01  30.61  192  31.93  105  
0.02  30.58  245  31.93  145  
0.03  30.56  294 31.93  186  
0.04  30.55  341  31.93  224  
0.05  30.55  401  31.93  261  
0.06  30.55  438  31.93  297  
0.07  30.54  488  31.93  333  
0.08  30.54  511  31.93  368  
0.09  30.54  527  31.93  405  
0.10  30.54  562  31.93  436  

Park 
Scene 

FS 32.54  1643  34.69  1633  
0.01  32.85  86  34.72  56  
0.02  32.85  115  34.73  81  
0.03  32.83  143 34.73  104  
0.04  32.83  169 34.73  126  
0.05  32.83  194  34.73  147  
0.06  32.83  217  34.73  167  
0.07  32.82  239  34.73  187  
0.08  32.82  261 34.73  207  
0.09  32.82  283  34.73  227  
0.10  32.82  304  34.73  245  
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