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Abstract: When it comes to visitors at museums and heritage attractions objects speak for themselves. Neverthe-
less, it is important to give those visitors the best experience possible as, this will lead to an increase in the visits
number, enhance the perception and value of an organisation, and boost the sales. With the aim of enhancing a
traditional museum visit, a mobile Augmented Reality (AR) framework is being developed as part of the Mobile
Five Senses Augmented Reality (M5SAR) system for museums project. This paper presents an initial approach
to human shape detection and AR content superimposition, achieved by combining information of human body
joints with shape segmentation or texture overlapping. The OpenPose model was used to compute the body joints
and the GrabCut algorithm for person segmentation, allowing to fit clothes segments to persons moving in real
environments. The initial results and proof-of-concept are shown.
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1 Introduction

This work is part of the Mobile Image Recognition
based Augmented Reality (MIRAR) framework [18],
one of the Mobile Five Senses Augmented Real-
ity (M5SAR) project’s modules [22]. The M5SAR
project aims at developing an Augmented Reality
(AR) system for museums that acts as guide for cul-
tural, historical and museum’s events, see e.g. [18,
22]. The use of mobile applications in museums, with
or without AR systems, is not a novelty (see e.g.,
[11, 20, 26, 30]). The novelty proposed by the project
is to extend the AR to the five human senses.

MIRAR module focuses on the development of a
mobile multi-platform AR framework, with the fol-
lowing main goals: a) to detect museum’s pieces
(e.g., paintings and statues) [18], b) detect museum’s
walls/environments [31], and c) detect human shapes
in order to overlay AR contents — Human Shape Su-
perimposition submodule. This paper focuses on the
last component, the detection of human shapes and
the overlay of different clothes over those shapes. For
background information see Sec. 2.

To achieve the objective of this paper the Convo-
lution Neural Network (CNN) implemented in Ten-
sorFlow [8] and an image processing algorithm for
foreground (person) segmentation are used. The main
contribution of the paper is the overlapping of differ-
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ent types of clothes on persons that are in real envi-
ronments using a mobile device.

Section 2 presents an overview on related works.
Section 3 details the development of the human shape
detection and superimposition model. Followed by
Sec. 4, where conclusions and future work are drawn.

2 Background

The detection of human shapes in computer vision is
a challenging problem due to several factors such as
body parts occlusions, cluttered backgrounds, and/or,
different viewpoints. Nevertheless, there are many
developments and studies about human shapes detec-
tion, see e.g. [6, 15, 24, 28, 33].

Nowadays, human shape detection investigations
have two types of approaches: top-down or bottom-
up. While in the top-down method an estimation of
the pose is made by first computing the body shape [9,
10, 16], in the bottom-up, the humans’ parts are indi-
vidually detected, generating groups of body parts in
order to form a person instance [4, 6]. Some bottom-
up approaches outperformed the top-down methods to
which they were compared with [13, 19]. In this con-
text, it is important to stress that, the runtime of top-
down approaches is affected by the number of people
in the image, i.e., more people means greater compu-
tational cost. In contrast, bottom-up approaches main-
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tain efficiency even as the number of people in the im-
age increases.

In recent years, the capacity of CNNs has been
demonstrated in a large variety of computer vision
tasks, such as object classification and detection, face
and text recognition, etc. [1, 2, 21]. One of the ar-
eas at usage is human-pose estimation (in-the-wild),
where the current state-of-the-art is achieved using
CNNs [13, 19]. Recently, two popular CNN frame-
works for human shape detection and segmentation
have standout, the OpenPose [4, 25, 32] and the Mask
R-CNN [9]. However, experimental tests showed that
the original implementations are not suited for mobile
devices. However, those CNN are the basis for the
most recent implementations, that make possible the
use on mobile devices. One approach that achieves
full body pose estimation and segmentation is Mask
R-CNN2Go [5], based on the original Mask R-CNN
framework. The main reason for the processing time
being reduced was the optimization of the number of
convolution layers and the width of each layer.

Another approach to computing human pose es-
timation on mobile devices was the modification of
the original architecture of OpenPose for mobiles
[14, 27] and its combination with MobileNets [12].
MobileNets, as the name suggests, is designed for mo-
bile applications, making use of depthwise separable
convolutions layers, when compared to traditional lay-
ers. This modification reduces the processing time,
but also reduces the accuracy in pose estimation, when
compared to the original architecture.

Other methods have been applied with success to
the human body segmentation subject. One of those
methods is GrabCut [23], which defines the pixels of
the image as connected regions of a graph and runs
a graph cut based optimization to extract foreground
pixels. For example, this methodology was applied in
[10, 17].

It is also important to stress that, despite this sub-
ject being a hot topic of research nowadays, there are
already applications available in the market, such as
Pozus [7]. Pozus runs on the iOS mobile operating
system and uses the smartphone camera as input for
the human pose estimation applying textures over the
human body. Nevertheless, Pozus does not do fitting
of textures (clothes) to the person’s shape.

3 Human Shape Superimposition

As already mentioned, the objective of the M5SAR’s
human superimposition submodule is to project AR
content (clothes) over persons that are in a museum,
using a mobile device. On other words, the goal is “to
dress” museums’ users with clothes from the epoch
of the museums’ objects. The human shape super-
imposition submodule as two main steps: (i) the hu-
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Figure 1: Example of pose estimation (left) and a
skeleton superimposed over a person (right).

man shape detection, and the (ii) clothes overlapping.
Those steps will be explained in detail in the following
sections.

3.1 Human Shape Detection

In the M5SAR’s context, the human shape detection,
step (i), has to be accomplished in real-time on a mo-
bile device, while the user is moving through six de-
grees of freedom (6DOF), which increases the com-
putational complexity level [3, 17].

To achieve the detection, a variation of the Open-
Pose method (implemented with TensorFlow [8]) that
works on the mobile devices [14, 27] was used. In
our case, the features extracted with MobileNets [12]
serve as input for the OpenPose algorithm. The Open-
Pose’s output has 2D locations of keypoints with 57
layers of depth: 18 layers for body parts locations, 1
layer for the background, 19 layers for limbs informa-
tion in the x direction and 19 layers for limbs informa-
tion in the y direction (2D vector). Here, a body part
is a component (joint) of the body, like a right knee,
the right hip, or the left shoulder (see Fig. 1 left, the
red and blue circles, where blue indicates the person’s
right body parts), and a limb is a pair of connected
parts, like the right shoulder connection with the neck
(see Fig. 1 left, the green line segments).

In more detail, the process can be summarized
as follows. (a) Before entering the model, for each
frame, the input color pixels are normalized to the
interval [-1,1]. Then, the (b) MobileNets model is
applied, returning the extracted features, which are
used as input for (c) OpenPose. (d) OpenPose out-
puts 2 tensors: heatmap and part affinity fields (PAFs).
(d.1) The heatmap gives the locations where particu-
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lar joints are, which in reality correspond to 18 + 1
heatmaps (as already mentioned), i.e., one for each
body part plus one for the background. (d.2) The PAF
maps tell how to associate two joints. There are 38
PAF maps that represent the connections between two
body joints, in a total of 17 connections, plus two con-
nections between the ears and respective shoulders
(left ear paired with left shoulder and right ear with
right shoulder).

With the above information computed, it is now
possible to overlap images on the human body. One
example of this can be seen in Fig. 1 right, where a
skeleton is overlapped over a person (see more details
how the overlapping is done in Sec. 3.2).

The mobile application was implemented in
Unity [29] using the OpenCV library (Asset for
Unity). Furthermore, the frozen pre-trained weights
for the OpenPose given in [14] were used as input pa-
rameters.

In order to verify the implementation’s reliability
and to compare running times of “mobile” OpenPose,
tests were done in desktop and mobile platforms; nev-
ertheless, the video used for the tests was acquired by
the mobile device.

Tests were done using an ASUS Zenpad 3S 10”
tablet and a Windows 10 desktop with an Intel i7-6700
running at 3.40 GHz. The tested video consisted of a
total amount of 573 frames of expected user naviga-
tion (vertical orientation used).

Two frame sizes for the CNN were also used
in the tests (in MobileNets), namely, 368 x368 and
184 x184 pixels (px). Depending on the input’s size,
each frame takes a mean value of 236ms (millisec-
onds) and 70ms to be processed on the desktop, re-
spectively, while in the mobile device it takes a mean
time of 2031ms and 599ms, respectively.

For each heatmap, a confidence threshold of 30%
was used as minimal good accuracy for pose estima-
tion. Further tests showed that, as expected, increas-
ing the threshold decreases the number of frames with
body parts matched, while the processing times con-
tinues very similar .

Reducing the size of the CNN from 368 x368px
to 184 x184px also, as expected, allowed to attain im-
provements on the time performance, but the accu-
racy of the results dropped. One example of miss-
ing accuracy is the confusion between right and left
hands/legs, as seen in Fig. 2 top row left. The same
figure, bottom row, shows one example of pose esti-
mation returning different body parts and limbs when
applying the two spatial sizes, 368 x368px (left) and
184 x184px (right). In this instance, it is possible to
observe that body joints and limbs were lost in the
184 x184px case.

Both error types (confusion between right and left
hands/legs and missing body parts) are expected to
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Figure 2: Top row, example of confusion between left
and right ankle (left) and a well detected pose (right).
Bottom row, example of pose estimation with spa-
tial size of the CNN equal to 368 x368px (left) and
184 x 184px (right).

be solved using historical data, from the body parts.
In other words, it is intended to project one human
shape overlapping per second, so for each n consec-
utive frames (the value of n changes from device to
device; for the example presented with 184 x184px,
it was used n = 14 for the desktop, and n = 2 for
the mobile) the center of mass (centroid) of each body
part is located, and the limbs are projected from there.
Nevertheless, at the moment of writing, this is ongo-
ing work.

3.2 Clothes Overlapping with Segments

This sub-section explains one of the method used to
fit the clothes into the persons. The algorithm was di-
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Figure 3: examples of the clothes segments.

vided into 4 main components: (a) split clothes into
segments, (b) for each limb (or group of limbs) place
the clothes segment, (c) segment the person, and (d)
(re)fit clothes segment to the correspondent person
segment.

In Step (a), the clothes are divided into several
segments depending on their type and shape. For
example, a suit is divided into 9 segments, while a
dress is divided into only 2 segments, as shown in
Fig. 3. Currently, these segments are manually com-
puted. Each clothes’ segment is associated with two
or more OpenPose’s body parts. For instance, in the
suitcase (Fig. 3 left), segment number 9 uses both
shoulders and hips, while segment 5 uses the right
shoulder and right elbow. In the case of the sleeve-
less dress (Fig. 3 right), the projection of segment 1
also uses the shoulders and the hips, while segment 2
uses the hips combined with the ankles.

Regarding Step (b), in order to properly project
contents over the person’s body, it is necessary to cal-
culate the angle («) of each limb relative to a verti-
cal alignment (see Fig. 4 top left), and rotate the re-
spective clothes segment (see the resulting segment in
Fig. 5 top row).

To fit the clothes to each body part, it is neces-
sary to segment the person, Step (c). For this purpose
the GrabCut segmentation algorithm [10] was used.
The grabcut algorithm is a semi-automatic procedure
because it receives the foreground and background ar-
eas as input. To create a fully automatic algorithm,
the body parts output by OpenPose was used. By us-
ing the bounding coordinates from the body parts, it
is possible to create a bounding box area around the
person, see Fig. 5 middle row left. In more detail:
(c.1) use the coordinates from neck, hands and ankles
to create a bounding box area around the person. (c.2)
Increase the bounding box area by 10%; this will put
a bounding box around the human body and is used as
the foreground in the GrabCut algorithm. (c.3) Cut the
input image, with double the size of the initial bound-
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Figure 4: Top row, limb’s angle (left), and the dis-
tances calculated to fit the clothes (right). Bottom
row, segment stretch directions (left), and final result
(right) (see Sec. 3.2).

ing box (up to the image limits), with the same center,
and use the cropped area as the background; this to op-
timize the GrabCut processing time. Finally, (c.4) use
the GrabCut algorithm to do the segmentation. The
resulting segmentation can be seen in Fig. 5 middle
row right image.

In the last Step (d), each segment is computed and
fit to the person’s body as follows. (d.1) For each limb
(the ones that match with the clothes segment), a line
is calculated between the parts that create the limb,
then the upper and lower distances, in a perpendicu-
lar, are computed between this line and the segmented
area previously determined in (c), see Fig. 4 top row
right, al and b1. (d.2) This distance is increased by
10% (this value was empirically chosen). (d.3) The
same values are projected into the opposite perpen-
dicular direction of the limb, a2 and b2. Now, in pos-
session of the coordinates where the segments should
be placed, (d.4) a warp perspective of the segment is
done.

Finally, (d.5) segments that are nearby, in a way
they have continuity in their contours, are adjusted.
For instance, if after the above process (d.1-4) seg-
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ments numbered 3 and 4 (Fig. 3 left) still do not have
contour continuity, one is stretched out and the other
is stretched in until the coordinates a1 and b1 of one
segment exactly match the coordinates a2 and b2 of
the other segment. Figure 4 bottom row left shows the
directions of the stretch for this specific case and on
the right the final result.

Figure 5 bottom row shows the final results ob-
tained for the suit and for the dress when overlapped
in the same person. Figure 6 shows a sequence of 3
frames of another person moving in a different envi-
ronment using the same suit and dress.

The clothes overlapping process takes an aver-
age processing time of 127ms (per frame) using the
desktop and 1086ms on the mobile device. The com-
plete process takes 70ms + 127ms equals 197ms in
the desktop and 559ms + 1086ms equals 1645ms in
the mobile for each frame. This means that, we are
still far from the intended results, i.e., to do at least
one clothes overlap per second. Nevertheless, this is
the initial proof-of-concept and optimizations are re-
quired.

3.3 Clothes Overlapping with Textures

A different approach was also tested to overlap clothes
with textures. The algorithm was divided into 3 main
components: (a) add an skeleton to the textures, (b)
resize textures, (c) project textures over the person.

In step (a), a modelling tool to add a skeleton
(Fig. 8) to the textures that allows deformations is
used. In the example it was done a set-up of bones,
parameters related to geometry and weights of texture.
The suit has 14 bones and the dress has 10 (the posi-
tion of bones are made based on the results of Open-
Pose). For the geometric transformations, vertices and
edges were created automatically at the borders of the
textures. The geometric skeleton that will be gener-
ated was refined adjusting the following parameters:
a density and accuracy of the skeleton to the texture
outline, and a threshold for transparency considered
when generating the outline, and for last subdivide the
skeleton to increase tessellation. The weights of tex-
tures are automatically generated based on the texture
skeleton.

Regarding step (b), the textures are resized tak-
ing into consideration the distance between ankles
and nose (to obtain an approximation to the person’s
height).

For step (c), the textures are placed over the de-
tected poses and it is necessary to calculate the an-
gle (o) of each limp relative to a vertical alignment
and rotate the respective textures bones. For example,
each bone from texture skeleton is placed over the re-
spective body parts (Fig. 8) that will deform the tex-
tures over the persons body. The dress has less bones
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Figure 5: Top row, example clothes overlapping. Mid-
dle row, example of a bounding box (left) and segmen-
tation (right). Bottom row, projection of contents on
person body after clothes fitting.

(elbows and wrists are excluded) than the suit because
it does not have arms.
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Figure 6: Sequence of frames of a human shape su-
perimposition using “segmentation”.

Figure 9 shows the final results obtained for the
suit and for the dress when overlapped in the same
person. Figure 7 shows a sequence of 3 frames of an-
other person moving in a different environment using
the same suit and dress.

The textures overlapping process takes an aver-
age processing time of 6ms using the desktop and
29.31ms on the mobile device. The complete pro-
cess takes 70ms + 6ms equals 76ms in the desktop
and 559ms + 29.31ms equals 588.31ms in the mobile.

4 Conclusion

This paper presented an initial proof-of-concept for
human shape superimposition. The first proposed
method combines OpenPose and the segmentation
done with the GrabCut algorithm to fit textures to the
human body in mobile devices. Despite already work-
ing in the mobile device, optimizations to achieve per-
formances of at least one shape superimposition per
second are still needed. The second method presents
the superimposition using textures. As the latter ap-
proach presents better results, this is the one that we
are expecting to use.

For future work, beyond the mentioned optimiza-
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Figure 7: Sequence of frames of a human shape su-
perimposition using “textures”.

Figure 8: example of created bones.

tions and the use of ‘“historical” data, the GrabCut
segmentation process, needs to be complemented in
order to achieve a better human segmentation, since
this will allow the projection of contents onto those
shapes/persons with better quality. Finally, 3D clothes
models will be used, and fit those to the segmentation
results from GrabCut, instead of the clothes segments.
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Figure 9: example of human shape superimpostion us-
ing “textures”.
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