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Abstract: This paper proposes a classification technique using conjunction of Machine Learning Algorithms and
ECG Diagnostic Criteria which improves the accuracy of detecting Arrhythmia using Electrocardiogram (ECG)
data. ECG is the most widely used first line clinical instrument to record the electrical activities of the heart. The
data-set from UC Irvine (UCI) Machine Learning Repository was used to implement a multi-class classification
for different types of heart abnormalities. After implementing rigorous data preprocessing and feature selection
techniques,different machine learning algorithms such as Neural Networks, Decision trees, Random Forest, Gradi-
ent Boosting and Support Vector Machines were used. Maximum experimental accuracy of 84.82% was obtained
via the conjunction of SVM and Gradient Boosting. A further improvement in accuracy was obtained by validating
the factors which were important for doctors to decide between normal and abnormal heart conditions.The perfor-
mance of classification is evaluated using measures such as confusion matrix, kappa-score, confidence interval,
Area under curve (AUC) and overall-accuracy.
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1 Introduction
One of the most prominent method to diagnose heart
diseases is using Electrocardiogram(ECG) signals.
ECG signals comprises of P wave,T wave, and QRS
complex.
In the normal ECG signal of a heart, the main param-
eters which are examined include the duration, the
shape and the correlation between the P wave, QRS
complex, and T wave components and R-R interval.
The variation in these parameters is used to identify
the type of illness of the heart. The beat phases which
are irregular are generally called arrhythmia and some
arrhythmias can be fatal for the patient.
Various computer-based automatic ECG interpreta-
tion systems are currently being developed to di-
agnose arrhythmia in time, and various machine-
learning based models are applied to these systems.
In this study, a conjunction of Machine Learning Al-
gorithms and ECG Diagnostic criteria were used to
detect various types of arrhythmia.

2 Related Work
Many methods for automated arrhythmia detection
and classification have been developed in the past to

make the monitoring task easier.[1, 2].
The methods include self-organizing map , Wavelet
transformation[3], Logically Weighted Regression
(LWR) methods, fuzzy cmeans clustering techniques,
and machine learning classifiers.
A review of various machine learning classifiers
specifically Logistic Regression, Decision Trees,
Naive-Bayes and RBF Networks and their perfor-
mances compared with other types of classifiers can
be found in [4, 5].
Most of the above mentioned classifiers have their ex-
perimental accuracies in the range of 60%-76% .
The approach developed in the research defined in this
paper was to evaluate various standard machine learn-
ing algorithms applied to classify cardiac arrhythmias
and develop a model using amalgamation of various
machine learning techniques and ECG diagnostic cri-
teria to develop a method with an improved accuracy
and efficiency.

3 Data Set
The Arrhythmia dataset found at the UCI Machine
Learning Repository [6] (Bache and Lichman, 2013;
Guvenir, 1997) was used in the presented research pa-
per.
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The dataset consists of 452 records with 279
features per record. Every record is assigned to 1 of
the 16 classes: a class label of 1 defines regular ECG
patterns while a class label between 2 to 16 is used
for identifying different types of arrhythmia.

The datasets class distribution is shown in figure
1.

Figure 1: Data Set Description

The data was divided randomly into training and
test-set as follows:

• Training Set: 75%

• Testing Set: 25%

4 Analysis and Data preprocessing
4.1 Data Preprocessing

The following steps were undertaken to pre-process
the data-set:

• The missing values in features were identified
and replaced with their arithmetic means over all
the observations for that variable.

• Invariant features:

The categorical features that were indicating ei-
ther all 0s or all 1s were removed. These fea-
tures did not contribute in a significant manner in

determining the type of arrhythmia as they were
pointing to the same category most of the time.
Their removal, did not affect the accuracy but
minimized the feature space and simplified the
database. To serve this purpose, the summary
function in R was used to check which features
had the same min and max value; meaning that
these features were invariant. This reduced the
feature set from 279 to 198.

• Data Normalization:
The algorithms we are employing for classifica-
tion expect a normalized dataset, all the parame-
ters that were not discrete in nature were normal-
ized using the Z-score normalization technique.
Z-scores are expressed in terms of standard de-
viations from their means. The distribution of
z-scores obtained has a mean of 0 and a standard
deviation of 1.

• Principal Component Analysis:
Principal Component Analysis is a statistical
procedure, which by using an orthogonal trans-
formation converts a set of possibly correlated
variables into a set of linearly uncorrelated vari-
ables called the principal components. There-
fore, the number of principal components is ei-
ther equal or less than the number of original
variables. After applying the above mentioned
steps, PCA was used convert the set of observa-
tions with 95% correlation into a set of less than
100 values of linearly uncorrelated variables.

We then proceeded towards analyzing the data us-
ing ECG diagnostic criteria.

4.2 Data analysis using ECG diagnostic Cri-
teria

As some of the classes in the dataset have very few in-
stances, an accurate machine learning training model
cannot be achieved for them. Thus to identify these
scarce classes accurately, the criteria given by ECG
analysis from a medical point of view were used.[7]
Left Bundle Branch Block or class 9 of arrhythmia
given in the data-set can be detected using the follow-
ing diagnostic criteria:

• QRS duration of >120ms.

• Dominant S wave in V1

• Broad monophasic R wave in lateral leads (I,
aVL, V5-V6)

• Absence of Q waves in lateral leads (I, V5-V6)
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• Prolonged R wave peak time >60ms in left pre-
cordial leads (V5-6).

After applying the above mentioned filters, an ac-
curacy of 100% for class 9 was observed in the results.
We tried applying the same technique to other arrhyth-
mia classes too, but due to the limitations in the data-
set and lack of clear-cut criteria for identification of
those particular classes, an accuracy of 100% could
not be achieved. The algorithms and the above men-
tioned technique gave similar accuracies for classes
other than 9, so this technique was avoided for them.

5 Models Used and Results

5.1 Neural Networks

These are information-processing models that are in-
fluenced, as the name suggests, by the way the ner-
vous system of the human processes information. An
important aspect of this information paradigm is its
inimitable structure. A large number of highly inter-
connected processing paradigms (commonly referred
to as neurons) work in tandem to solve very specific
problems. Akin to people, Neural Networks also learn
by example.[8]
Neural networks are essentially simple mathematical
models which define a function:

f : X → Y (1)

or a distribution over X or both X and Y, but some-
times the models are also intimately associated with
some learning algorithm or a learning rule.
Better accuracy was observed after pre-processing the
data-set using Principal Component Analysis tech-
nique.
The neural networks model was trained several times
varying the number of hidden layers as well the de-
cay factor (parameter to effectively limit the amount
of free parameters in the model, thus avoiding over-
fitting), fine-tuning the model for maximum accuracy.
The best results were obtained with 1 hidden layer and
13 neurons.

The results of the Neural Network are displayed
in table 1.

Table 1: Neural Network Results
Parameters All features Feature Selection with PCA
Overall Accuracy 0.6792 0.7570
Confidence Inteval (0.5816, 0.7666) (0.6646,0.8347)
Kappa 0.4283 0.6
AUC 0.632 0.7620

5.2 Decision Trees

In layman terms decision trees are simply tools that
help choose between several courses of action. They
let us investigate all possible outcomes by laying out
all possible options.
Decision trees implicitly achieve feature selection,
and are also able to tackle non-linear relationships be-
tween various parameters. They provide a mechanism
to quantify the possibility of a particular event/class in
terms of the probability of occurrence.
A decision tree is a linear structure where the outcome
of the event is given by the leaf node, and the condi-
tions along the path gradually filter out and map the
outcome to one particular possibility.[9]
The decision tree can be viewed as decision rules,
where the final result is found in the contents of the
leaf node, and the conditions along the path of the tree
form a conjunction in the if clause.
In general, the rules are somewhat like:
If condition1 and condition2 and condition3 then out-
come.
The decision tree, as shown in figure 2 was obtained
when the dataset was trained using this algorithm.

Figure 2: Decision Tree

The results on the testing data are presented in table 2.

Table 2: Decision Tree Results
Parameters All features Feature Selection with PCA
Overall Accuracy 79.459 58.04
Confidence Interval (0.708 ,0.865) (0.483,0.67)
Kappa 0.670 0.277
AUC 0.836 0.752

5.3 Random Forest

Random forest is a collaborative learning technique
for regression, classification and other tasks, which
functions by constructing a number of decision trees
at the time of the training, and outputting the class
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which is the mode of the classes (in case of classifica-
tion) or mean prediction (in case of regression) of the
individual trees. It is an amalgamation of prediction
trees (decision trees) where the outcome of each tree
depends on the value of a random vector sampled in-
dependently with the same amount of distribution for
all of the trees in the forest.
Random Forests attempts to alleviate the problems of
high variance and high bias, often found in single de-
cision trees, by averaging to find a balance between
the two boundaries.
In case of classification problems, given a set of ran-
dom predictor variables and simple trees, the Ran-
dom Forest algorithm establishes a margin function,
which measures the degree to which the average num-
ber of votes for the actual class surpasses the average
vote for any other class present in the dependent vari-
able. Random Forests grows a number of classifica-
tion trees. If we want to classify a new object, we
put the input vector down each of the trees; every tree
giving out a classification. Thus every tree votes for a
particular class. The class having the most number of
votes is chosen as the outcome of the random forest.
[10]
The average predictions of the trees are taken to be the
outcome prediction of the Random Forest:

RFPredictions =
1

k

k∑
1

treeresponsekth (2)

Where the index k runs over each tree individually in
the forest. The Dot-chart of variable importance as
measured by the random forest model on the data-set
is shown in figure 3.

As can be observed from figure 4, the error be-
comes constant after the number of trees reaches 450.
The results obtained for the random forest model are
shown in figure 3. Type of random forest: classifica-
tion
Number of trees: 451
No. of variables tried at each split: 14
OOB estimate of error rate: 27.35%

Table 3: Random Forest results
Parameters All features Feature Selection with PCA
Overall Accuracy 0.785 0.633
Confidence Interval (0.6981,0.8576) (0.5376,0.7229)
Kappa-Value 0.642 0.246
AUC 0.885 0.564

5.4 Gradient Boosting

Gradient boosting is a machine learning technique for
classification and regression problems, which typi-
cally uses decision trees to produce a model in the

Figure 3: Variable importance dot-chart

Figure 4: Number of trees vs Error

form of an ensemble of weak prediction models. We
used the xgboost package in R to implement gradi-
ent boosting. XGBoost is short for eXtreme gradient
boosting, which produces a prediction model as that
of a collaboration of weak prediction models. Like
other boosting methods, it creates the model in a grad-
ual fashion, and it generalizes them by allowing opti-
mization of a random differentiable loss function.[11]
In many supervised learning problems there is an out-
put variable y and a vector of input variables x which
are associated together through a joint probability dis-
tribution P(x, y).
Using a training set (x1,y1),.,(xn,yn) with known val-
ues of x and the corresponding values of y, the goal is
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to find an approximation F(̂x) to a function F(́x) which
minimizes the expected value of a specified loss func-
tion L(y,F(x)):

F ∗ = argminF Eminx,y [L(y, F (x))] (3)

The top 12 features achieved on running the gra-
dient boosting on the model are displayed in figure 5.
And the results obtained are shown in table 4.

Figure 5: Top features of Gradient Boosting

Table 4: Gradient Boosting Results
Parameters All features
Overall Accuracy 80.36
Confidence Inteval (0.7178 , 0.872)
P-Value 0.682
AUC 0.837

The following parameter settings were used for
the Gradient Boosting algorithm:

• 5 fold cross validation

• objective- multi:softmax

• eval metric- mlogloss

• Max number of iterations- 20

5.5 Support Vector Machines
SVMs are supervised learning algorithms, which ex-
amine data and identify patterns, and are used for the
classification problems and regression analysis. An
SVM algorithm attempts to classify new examples
into either of the two given categories, based on the set
of training data making it a non-probabilistic linear
classifier. It represents the training set points as points
in space, mapped in a manner such that the separate
categories are separated by as wide a gap as possible.
New data points are then plotted on the same space

such that they belong to either of the two categories.
[?]
We trained the SVM model using the following fea-
ture selection techniques:

• All the features in our dataset

• The top 60 features given by the Gradient Boost-
ing model.

• The top features given by the decision tree
model.

• The features given by Principal Component
Analysis.

The results of the Support Vector Machine are de-
picted in table 5 and figure 6.

Table 5: SVM Results using different algorithms for
feature selection

Parameters All features PCA Boosting RF
Overall Accuracy 0.7760 0.73209 0.83040 0.7768
C.Interval Lower 0.6884 0.64019 0.7378 0.6884
C.Interval Upper 0.85 0.8114 0.8947 0.85
Kappa 0.6401 0.5632 0.7401 0.6522
AUC 0.7476 0.733 0.801 0.714

The algorithm gave best results with the following
parameter settings:

• Kernel- Radial

• Cost- 100

• Gamma- 0.001

Figure 6: Accuracy of SVM for Different Feature Se-
lection Methods

6 Conclusion

We observed maximum accuracy after training the
SVM model using the top 60 features selected by the
gradient boosting technique. An accuracy of 83.04%

A. Batra, V. Jawa
International Journal of Biology and Biomedicine 

http://www.iaras.org/iaras/journals/ijbb

ISSN: 2367-9085 5 Volume 1, 2016



was observed using this combination.
We then applied ECG diagnostic criteria as mentioned
in section 4.2 to further increase the overall-accuracy
to 84.82%. Maximum kappa value of 0.7706 was ob-
tained using the same technique; whereas Random
Forest Algorithm gave the best value for AUC of
0.885.
The results of the above mentioned modelling method
is displayed in table 6; the confusion matrix in figure 7
and statistics by class in figure 8.

Table 6: Conjunction of Gradient Boosting and SVM
results

Parameters Without ECG Analysis With ECG Analysis
Overall Accuracy 0.8304 0.8481
Confidence Inteval (0.7378,0.8947) (0.7681, 0.909)
P-Value 0.740 0.7705
AUC 0.801 0,8436

Figure 7: Confusion matrix with maximum accuracy

Figure 8: Statistics by class

The comparison of various algorithms is dis-
played in figure 9.

The algorithm which achieved maximum accu-
racy is depicted in figure 10.

7 Future Work
A number of combinations of algorithms can be im-
plemented in the hierarchical scheme. Currently, a
combination of Gradient Boosting and SVM is im-
plemented. It can be expanded to add more levels

Figure 9: Comparison of accuracies of machine learn-
ing models

Figure 10: Algorithm which achieved maximum ac-
curacy

and models. Also, the current results of our mod-
els are limited by the small amount of data and the
missing data in some features. Incorporating more ac-
curate and precise patient instances may improve the
accuracy results. Since we are provided with ECG
raw data, methods like FFT and wavelet decomposi-
tion can be used to gain new features that cannot be
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easily recognized in time domain. Then we need to
give these features some physiological explanations.
Moreover, we can also use deep learning methods to
generate new features.
We can try to improve our classifier to be able to work
on real-time data such as ECG signal. Currently, we
are able to determine only class 9 entirely through
ECG Diagnostic criteria; we can expand this for other
class too, especially for the one with less number of
instances to improve the accuracy even further.
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