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Abstract: - Extraction of multiple resolution patches from image is helpful to image semantic segmentation and 
scene understanding. Based on the analysis of the algorithm for structure extraction which realized via relative 
total variation and its parameter value, a semi-automatic algorithm for the extraction of multiple resolution 
patches is presented in this paper. We put forward a piecewise function of iteration step length and give an 
optimal stop criterion for the iterative algorithm. Our experiment results show that our method is of general 
applicability and feasibility. 
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1 Introduction 
The emergence of mass image data in recent years 
brings an urgent requirement of the fast intelligent 
understanding of scenes. Image segmentation  
contributes to image processing, analysis and 
understanding. Extraction of multiple resolution 
patches from image is an expression of multilayered 
image segmentation, which can help to understand 
images from the view of hierarchical structure. For 
instance, De Smet V et al.[1] used non-uniform 
image patch model to solve low layer vision 
problems such as image de-noising and super 
resolution, as well as image restoration [2]. In 
addition, image segmentation also can be used for 
image filtering [3] .  

Of course, three research topics: image 
segmentation, extraction of patches and annotations 
of patch content, can be realized through user 
interaction. For example, LabelMe [4] is an 
effective and convenient tool for internet users to 
make image annotations. However, faced with a 
large number of image data processing, the technical 
study of automatic image segmentation and patch 
structure extraction is necessary. A good method for 
image patch extraction can not only keep the 
original information structure, but also is consistent 
with human's subjective feeling, which is a big 
challenge. We in this paper present a semi-
automatic algorithm for the extraction of multiple 
resolution patches, under the constraints of the large 
spatial scale of texture elements, sharpness and the 

number of iteration of the algorithm. The image 
patch extraction experiment results show that the 
new method is effective and feasible. 
 
 
2 Related work 
According to the complexity, images are classified 
into two categories: texture image and non-texture 
one. Due to the simple structure and content of non-
texture images, some traditional image segmentation 
algorithms work well. However, texture images, 
natural landscape or humanistic scenic sites for 
example, are very common in daily life and contain 
complex texture. Segmentation for such images 
becomes more challenging than non-texture images. 
From the view of the segmentation results, the 
existing methods for texture image segmentation, 
can be classified into two categories: static image 
segmentation; extraction of multiple resolution 
patches with annotation. The former refers to the 
optimal segmentation results of a specific object 
from the image, and the result is the only one; the 
latter refers to sequential segmentation results from 
one image according to certain rules.  

Static image segmentation includes methods 
based on gray threshold, region, edge detection or a 
combination with some new theories. Image 
segmentation theory emphasized [5] that the 
segmentation should be consistent with human 
cognition, and imitate human perceptual cognition 
to achieve. Moreover, the theory recognized the 
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important position of lines in the image and used the 
tree structure to describe the image content and the 
relationship between the various patches. In recent 
years, many image segmentation methods 
successfully combined with some specific theories 
or techniques. For example, on the basis of lazy 
learning and Markov random field, Tighe J. et al. [6] 
put forward a non-parametric method to analyze 
images and annotated image region category. Li L. 
et al. [7] presented an automatic method for 
classification, segmentation and annotations by 
constructing a hierarchical model with image 
patches, objects and scenes such three levels. 
Literature [8] combined region information from the 
bottom to the top and local information descriptor 
from the top to the bottom to realize semantic 
segmentation and object annotation. 

Combined with machine learning or prior 
knowledge, image patch segmentation can be more 
effective. For instance, literature [9] presented an 
image annotation method using sparse 
representation to prevent the over fitting and outliers 
in semi-supervised learning. In 2014, literature [10] 
gave a machine learning approach based on prior 
knowledge and texture features—Ratsnake, 
achieving ideal effect for a variety of medical image 
segmentation. Literature [11] used image depth 
information and image prior information to detect 
objects and segment images. And literature [12] 
annotated image objects in a pixel level by 
combining the regions-based with sample detectors-
based segmentation algorithm. Xu L. et al. [13] 
extracted the patch structure from images by using 
relative total variation theory. This method was able 
to eliminate some details or textures in images, and 
keep the image edges, which can be applied to the 
edge extraction and image simplification. 

Multiple resolution patches can be extracted by 
using threshold-based method and regional growth-
based one. Li C. et al. segmented images by 
combining the multi-resolution technique and Gibbs 
sampling technology together[14]. Kim J. et al.[15] 
applied the pyramid representation of images and 
the wavelet transform to generate the multiple 
resolution patches, thus realized an efficient image 
segmentation integrating with watershed 
segmentation algorithm. Obrador P. [16] proposed 
the pyramid design strategy to extract multiple 
resolution patches on the grounds of maximum 
likelihood principle, while preserving the edge and 
some detail regions. Since the simple multiple 
resolution technology may lead to objects’ 
inaccurate geometry information in segmentation 
results, an effective improvement is to combine with 
machine learning methods [17]. Yin S. et al. [18] 

presented a multilevel image segmentation method 
which is through fuzzy c-segmentation entropy 
maximization and graph cut optimization. In 2015, a 
semantic segmentation method which uses context 
information to construct a deep neural network was 
presented [19]. 

From those literatures referred above, our 
method in this paper falls into the multiple 
resolution segmentation group. 
 
 
3 Extraction of multiple resolution 
patches 
Our algorithm is based on the relative total variation 
patch extraction(rTVPE)[13]. rTVPE generated the 
optimum extraction results of patch structure by 
adjusting parameters: smoothness α, texture spatial 
scale β, sharpness γ and algorithm iteration number 
η. After testing the effects of these parameters in 
structure extraction, we find that when the 
smoothness α changes, the segmented image 
patches change significantly. This inspires us to 
present a method of extracting multiple resolution 
patches from images by setting this parameter as 
sequence values and obtaining a series of output 
segmented images shown as different resolution 
patches. The main frame of our algorithm is shown 
in Fig.1, and the iteration stop criterion and iteration 
step length are discussed in Section 3.1 and 3.2.. 

 

α=0.001 rTVPE YStop criterion 

N 
α=α+Δα Output the i-th SegmentedInput image

End 

 
Fig 1.  Algorithm flow. 

 
 
3.1 Parameter analysis 
Sharpness γ in the [13] is a real number, and 
typically varies in a small range [0.001,0.03]. 
Through a lot of experiments, we find that the patch 
structure extracted from an image shows clear edge 
if γ = 0.001. Therefore, we use the value in 
subsequent experiments. 

The texture spatial scale parameter β mainly 
controls the size of the window for computing the 
windowed variations. It depends on the scale of the 
texture elements, therefore plays an important part 
in the separation of the texture structure. As for 
different images, β values to the interval (0,8]. The 
texture-suppression effect can be obtained by 
increasing β. We let β =3 to get a moderate effect in 
practice. 
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As for iterations, we also find that when the 
value of iterations η is adjusted and the other 
parameters are fixed, extraction results illustrate that 
η =3,4 or 5 is enough for patch structure extraction. 
So we set the number of iterations for the default 
value, η =4. 

During the experiment, the most significant 
among those parameters is smoothness α. As its 
value  becomes bigger, the patches in images would 
transit smoother, thus strengthening the fuzzy 
degree. When α > 2, the image is often merged into 
one patch; By contrast, while α is set to be small, 
images still maintain the original complexity with 
inconspicuous characteristics of image patch 
structure. Therefore, the value of α too large or too 
small would eventually make the extraction of 
multiple resolution patches from image meaningless. 
Based on these tests, we set α in the range [0.001,2]. 
Moreover, the number of patches would change a 
lot when  varied from [0.001, 0.1], but not 
changes too much when α∈[0.1,2]. Therefore, we 
set the smoothness parameter with non-uniform 
sequence value with formula (1). 

    niiii ,...,2,1,,001.0 10 =Δ+== − αααα    (1)  

The calculation of the sequential increment is a 
piecewise function: 

                      (2) 
⎩ ≤<− ninnni

00 ),/(9.1⎨
⎧ ≤≤=Δ nin 00 1,/099.0α

where, n0 = ⎣0.8n⎦  and  ⎣x⎦ rounds the elements 
of x to the nearest integer towards minus 
infinity. In this way, by adjusting the parameter 
α from 0.001 to 2 for an input image, a series of 
images with different resolution patches are 
obtained. 
 
 
3.2 Iteration stop criterion 
When modifying rTVPE 13] to automatically 
extract a series of images with different 
resolution patches by setting the sequential value 
of the smoothness α, we need to construct an 
iteration stop criterion. During the iterative process, 
the differences between two consecutive image 
patches in the segmented image sequence are the 
number of patches and the amount of the structure 
information from the original image. Based on the 
differences, the optimal stop conditions of iterative 
algorithm can be defined. 
    We hope that the image segmentation will contain 
original structure information as much as possible, 

that is, control the image information in what 
segmentation we choose accounted for a large 
proportion in the original image. According to this, 
we can list the first objective function: 

    ∑
=⋅

=
m

i
ip

hw
f

1
1

1max                                    (3) 

In formula (3), },{min km τ=

ip

means the top m 
patches of containing most number of pixels after 
image segmentation. τ set by users in the 
experiment is the maximum number of patches that 
should be calculated. In our experiments, we let τ be 
a constant value, τ=100.  is the number of pixels 
included in the i-th patch after segmentation. w and 

 are the width and height of the original image. 
is the actual number of the current image 

segmentation. When α values smaller, k becomes 
bigger. 

h
k

In addition, the optimal number of patches among 
similar images often obeys certain statistical laws. 
Here we assume that the optimal number of patches 
μ in segmentation obeys normal distribution N(μ, 
σ2), and the parameters μ and σ2 can be calculated 
through the annotation database, or given through 
users’ investigation. So the second objective 
function of the optimal segmentation is the 
maximization of a Gauss function 
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From the formula (3) and (4), we are dealing 
with a multi-objective decision making problem. 
The weighted objective function we established 
is: 

                                       (5) 2211max fwfwz +=

where wi (i=1,2) is the weight of two objective 
functions determined by users according to the need 
of the segmentation. 

Base on the formula (5), the algorithm iterative 
stop criterion is zi<zi-1 or | zi-zi-1|<δ, that is, the 
iteration stops when the objective function becomes 
smaller or the objective function value increases 
relatively slowly, or both.  

In addition, during the experiment, we found that 
some of the noise contained by images would 
interfere with the segmentation. So we use the 
image expansion to deal with the original image in 
advance, and then extract the multiple resolution 
patches from images. 
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Input α=2 α=1 α=0.78 

    
α=0.70 α=0.5 α=0.4 α=0.25 

Fig 2.   A sequence of multiple resolution extraction for one image of art 

4 Experiment 
In order to verify the feasibility and validity of the 
proposed method, these experiments partly extract 
different resolution patches in different types of 
images. These experiments are taken in PC with 
Core(TM)i7-4700MQ CPU@2.4GHz, 8G@RAM, 
and use Matlab as programming language. During 
the experiment, we take statistical sampling for 
image annotations from the SUN database[20], and 
use the method of maximum likelihood to estimate 
parameters in the formula (4). The results of 
parameters estimation are μ =4.18 and =  2σ 2907.0 .
 
4.1 Patch sequence 
The first experiment is to illustrate the extraction 
algorithm of multiple resolution patches with an 
image [13]. Through automaticlly adjusting the 
image smoothness parameter α, a series of 
segmented images shown as different resolution 
patches are obtained. Figure 2 shows the experiment 
results with a series of α values. When α value 
changes from big to small, the number of patches 
increases  correspondingly. 
 
 
4.2 Comparison 
Comparing with other methods, the experiment is 
mainly taken in the view of the optimal 
segmentation result, as shown in Figure 3. Although 

our method automatically stops in the optimal 
segmentation, its effect is not worse than that from 
SUN database[20] which is an example from 
LabelMe, and the rTVPE [13]which is obtained by 
carefully setting threshold of several parameters. 

 

  

Input Sun Database 

 
rTVPE(α=0.015) Ours(α=0.0125) 

Fig 3.  Comparison of the optimal segmentation 
results of different methods 
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Input a street image α=0.5 α=0.1 α=0.05 

    

Input a beach image α=0.5 α=0.15 α=0.06 

    

Input a campus photo α=0.7 α=0.35 α=0.14 

Fig 4.  More experiment results. 

4.3 More test 
More images are tested and the extracted patches are 
listed in Figure 4. In this figure, both of the input 
street image and the beach one come from SUN 
database[20]; and the campus photo is taken by 
ourselves. All these input images are separated by 
the multiple resolution patch extraction algorithm. 
From Figure 4, we can find out that the results of 
segmented images, in general, reflect the structure 
of the original images in different scale. 
 
 
5 Conclusion 
Based on the analysis of rTVPE algorithm [13] and 
its parameters: smoothness, texture spatial scale, 
sharpness, iteration number and by setting the last 
three parameters, we successfully construct an semi-
automatic algorithm for extracting the multiple 

resolution patch sequence. It is an iterative 
algorithm by dynamically adjusting the image 
smoothing parameter. In addition, we present a 
piecewise function for determining the iteration step 
length and a double-objective optimization criterion 
to stop the iterative algorithm. Experiment results 
show the effectiveness of the proposed method. 
    This algorithm also remains some limitations and 
problems for further study. One of them is that 
during the experiments, the iterative stop condition 
is obtained through the analysis of image 
annotations, which limits the more widely 
application of the algorithm, because annotated 
images are now still rare. Therefore, how to build 
the optimal stop condition of the iteration without 
annotations needs to do more deep research. 
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