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1 Introduction 

Charles Darwin (1809-1882) argued that species 
evolve through natural selection, i.e., the survival of 
the fittest in their surroundings and the death of the 
least fit. This process of natural selection relies on the 
genetic variation among individuals in a population, 
which descendants can inherit. Genetic variations 
that confer a survival advantage are passed on, while 
disadvantageous ones are eliminated. 

Recently, the theme has been taken up again 
regarding genetic algorithms [1][2]. These replicate 
the process of natural selection by using a population 
of possible solutions to a given problem. Solutions 
with the best characteristics are selected to generate a 
new population of solutions. This process is repeated 
for several iterations until an optimal solution to the 
problem is reached [3]. 

These algorithms allow one to solve combinatorial 
optimization problems, in which one tries to find the 
best solution among many possible solutions. 

For example, a classical combinatorial optimization 
problem is known as the travelling salesman 
problem; it seeks to find the shortest path a travelling 
salesman must take to visit a set of cities only once. 
One can use genetic algorithms to find an 
approximate solution to this problem [4]. 

A second example refers to a combinatorial 
optimization problem in which one tries to find the 
combination of items to put in a backpack so that the 
total weight is less than a given threshold and the total 
value of the items is maximized. 

 

A myriad of problems, some particularly complex, 
have been treated with this technique: engineering 
problems such as the design of aircraft parts, 
modelling of financial markets [5], testing of 
economic alternatives, the study of functions used for 
nonlinear optimization algorithms [6], design of 
neural networks [7], etc. 
 
At the school level, most research has focused on the 
so-called timetabling problem [8] or the analysis of 
student performance [9]. In contrast, proposing a 
simplified approach to test how a Darwinian 
procedure can be applied to classical mathematical 
problems in the student's curriculum would be 
helpful. 
 
2 Problem Formulation 

As this is a much-explored problem, a 'corpus' of 
concepts, terms and consequent applications has been 
consolidated and can be found in the literature 
[10][11][12].  

The aim is to show simple examples for high school 
students that link mathematics to the Darwinian 
model using flexible tools such as GeoGebra and 
Excel. 

The four proposals allow grasping the concept of the 
genetic algorithm without resorting to binary vector 
encodings or crossover operators but establishing 
intuitive selection criteria. 

The procedure is summarised in Fig. 1:  
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Fig. 1 
 

 

2.1 Darwin's Parabola 

Let us consider the parabola: 

 y= -1/2 x2 +5 x- 5/2 

whose graph is easily obtained with GeoGebra, 
as shown in Fig.2: 

 

 

Fig. 2 

In this case, it is evident that for x = 5, we obtain 
the maximum y = 10.   

The study of derivatives can be used to 
determine this maximum, but the aim is to use a 
different procedure. 

First, Excel generates thirty values of x in the 
interval [-5; 5]. Then we calculate the y-values 
of the function and the average of these. We 
proceed with successive tests to eliminate the 
values below these averages. 

After a few passes, the averages coincide, and 
only the largest values can be retained. The 
maximum has been found, and the 
corresponding x can be associated with it (Fig.3). 

 

Fig. 3 

Following a line closer to the concept of 
selection, a procedure known as tournament 

selection can be used [13][14]: a macro can order 
the solutions, evaluated with this algorithm: 

1. choose the highest value. The probability 
p=1/n is associated with it. 

2. assign the probability p (1-p)i to the following 
elements. 

3. calculate the average of the probabilities of 
half of the elements. 

4. only the n data showing a higher probability 
are kept. 

5. repeat the operation from point 1. 
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2.1 Darwin's jars 

In a mathematical problem, one wants to find one 
or more unknown data from a statement, starting 
from the available data. For example, knowing 
the radius and height, it is possible to determine 
the volume of the corresponding cylinder using 
the formula 𝑉 = 𝜋𝑟2ℎ. 

More complex is to answer the question: for 
what values of r and h (r, h ∈N) do we obtain a 
given volume?  

Let us take a concrete example: we want to 
construct a jar with a volume of 1000 cm3 with 
5≤r≤9 and 8≤h≤12. The tolerated error is 20 cm3. 

A mathematician would rely on an analytical 
approach. Considering the 25 possible pairs, one 
can see which function passes through one of 
these pairs respecting the constraint 
980<=V<=1020. In this case, we have the 
optimum for V=π629 = 1017.88, as can be seen 
from the graph in Fig. 4 obtained with 
GeoGebra: 

 

 

Fig. 4 

However, the intention is to use a different 
approach. In this case, it is interesting to note 
how one can use a Darwinian genetic algorithm. 

First, it is possible to generate n random jars and 
calculate the corresponding volumes, then the 
results are categorised, e.g.: 

category 1 = 1000 ± 20 

category 2 = 1000 ± 150 

category 3 = 1000 ± 250 

category 4 = 1000 ± 500 

Substantial errors were deliberately chosen to 
show the effectiveness of the evolutionary 
algorithm. 

At this point, the highest category is, according 
to Darwinian theory, destined to be replaced by 
a more appropriate category (e.g., the first). The 
process continues with new measurements and 
categorisation so that solutions that do not meet 
the proposed maximum error constraint are 
progressively eliminated. 

The process can be implemented in a 
spreadsheet, as shown in Fig. 5: 

 

Fig. 5 

Starting with 100 jars, after only three steps, the 
solution V = 1017.88 for r = 6 and h = 9 is found. 

 

2.2 Darwin's four coins 

The Darwinian model can be applied to a 
probabilistic problem. For example, assuming 
the toss of a fair coin, the probability of tails is 
0.5. If there are four coins, we can estimate that 
the probability of obtaining four crosses is 
p(4C)= 0.54 = 0.0625. 

However, the intention is to use a different 
approach. In this case, it is interesting to note 
how one can use a Darwinian genetic algorithm. 

First, n random tosses are simulated (0 stands for 
tails and 1 for heads), and the results are added 
up. Obviously, the 4C event corresponds to 0. 
Then the results are categorized, for example: 
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category 0 = 0 

category 1 = 1 

… 

category 4 = 4 

At this point, the highest category is, according 
to Darwinian theory, destined to be replaced by 
a good category (for example, the first). The 
process continues with new measurements and 
categorization to progressively eliminate the 
category 2, 3, and 4 solutions. 

Starting from 100 launches, after three passages, 
a solution is found which indicates the p(4C) as 
the ratio between the elements of category zero 
and those of category 1. The result of a random 
event requires a sufficiently consistent number 
of trials, and then one can use Excel Macros to 
repeat the experiment several times. With 2000 
trials, a result like the expected one is reached, as 
shown in Fig. 6: 

  

Fig. 6 

 

2.3 Darwin's Logic 

Logic is the study of reasoning and 
argumentation. One of the most interesting 
problems is checking the consistency of a set of 
propositions. For example, "At least one of 
Alberto and Bruno lives in Turin; at least one of 
Bruno and Alberto is a doctor; Bruno is not a 
doctor and does not live in Turin. Under what 
conditions is the set of propositions consistent?" 

The problem can be easily solved by defining 
elementary propositions and connecting them 
with connectives \/ (or) or /\ (and). From: A= 

Alberto lives in Turin; B= Bruno lives in Turin; 
C= Bruno is a doctor; D= Alberto is a doctor we 
get (A\/B) /\ (C\/D) /\ (¬C/\¬B). 

The tools available are the truth table or semantic 
tableaux. In both cases, the set appears consistent 
when A and D are true, and C and D are false. 

However, the intention is to use a different 
approach. In this case, it is interesting to note 
how a Darwinian genetic algorithm can be used. 

First, one generates n random sequences with 
possible truth values 0 (FALSE) or 1 (TRUE) for 
the four propositions and determines the result. 
New quadruplets are extracted if the result 
generates FALSE; otherwise, the previous 
values are retained. The process continues with a 
new measurement to progressively eliminate 
unacceptable solutions. 

The process can be implemented in a 
spreadsheet, as shown in Figs. 7a and 7b, which 
show the same spreadsheet divided into two parts 
for ease of reading: 

 

Fig. 7a 

 

Fig. 7b 
 
Starting from 100 quadruplets, after a few 
passages, only the solutions corresponding to 
those determined with the classical methods 
remain. 
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4 Conclusion 
 
The examples given in the text are a simple indication 
of how it is possible to show the solution of a problem 
from a different angle than the traditional 
mathematical approach.  
This point of view based on a concrete operational 
approach represents one of the most interesting 
aspects of teaching [15] [16]. 
Among other things, they lead to a stimulating 
relationship between the mathematics teacher and the 
science teacher. 
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