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Abstract: The early and accurate prediction of CVDs is of great importance in order to make timely interventions and avoid life-threatening 
complications. The heart disease is forecasted using machine learning using the XGBoost (Extreme Gradient Boosting) algorithm in this 
study. It develops and test the model on a large heart disease dataset of 8,763 records with different features such as demographic info, medical 
history, clinical indicators and lifestyle habits. Missing value imputation, outlier removal, attribute reduction and feature scaling are done to 
extensive data preprocessing to enhance the model reliability. Key performance measures, such as accuracy, precision, recall, and F1-score, 
are used to compare the proposed XGBoost model to the existing classification techniques, K-Nearest Neighbors (KNN) and Naïve Bayes 
(NB). The results show how much better the proposed model performs than the existing models; its F1-score is 94.46%, accuracy is 92.38%, 
precision is 99.43%, and recall is 89.9%. The results of this confirm the ability of XGBoost for the prediction of cardiovascular disease and 
its promise for practical real-world healthcare applications of early diagnosis and risk assessment. 
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1. Introduction 

Hospitals and clinics have to offer patients premium 
quality of services at low costs for them, giving accurate 
diagnosis of medical cases and the best treatment options [1]. 
Early and accurate recognition of serious illnesses is necessary 
for preventing the outcomes of such illnesses that can lead to 
death in human life. Medical conditions that can become very 
dangerous are the cardiovascular diseases (CVDs), their 
mismanagement proving to be very dangerous to life. Because 
CVDs are caused by two or more factors such as diabetes, 
hypertension, and high cholesterol, plus abnormal heart 
rhythm, the discovery of these diseases becomes difficult [2]. 
Medical history analysis by healthcare providers allows to 
collect vital information on risk factor development of heart 
disease for patients. 

Traditionally physicians match their clinical acumen 
together with electrocardiogram (ECG) and echocardiogram 
(ECHO) diagnostic results for cardiovascular condition 
predictions. The experience-based assessments of medical 
practitioners and their subjective judgment have proven to be 
dependent factors that affect the accuracy of diagnoses [3]. 
The expanding movement to use machine learning (ML) 
models represents a solution to these constraints because these 
models provide data-based systematic methods to predict 
diseases in a scalable fashion. The primary difficulty emerges 
from choosing an AI model which proves capable of 
achieving maximum accuracy predictability and reliability for 
patient results. 

Through large dataset training machine learning systems 
learn to detect patterns which enable them to forecast 
information in unexplored data sets [4]. Training provided a 
system with thousands of images, enabling it to recognize 
photos of cats and photos not containing cats. Historical 

patient data can train machine learning models to determine 
cardiovascular disease risk in a similar fashion to identifying 
patterns for cats and non-cats [5]. The process of training and 
prediction uses specialized algorithms that learn from 
provided data to make accurate forecasts. The identification of 
CVD risk by analyzing patients' clinical indicators through 
NB and DT classifiers has proven successful in medical 
diagnosis applications. 

These machine learning models achieve superior 
effectiveness when they use extensive health data resources 
that represent crucial elements in cardiovascular disease 
prediction. A vast array of medical data is accessible in a vast 
electronic format, comprising EHR records, wearable device 
information, MRI medical images, genetic sequences, and 
lifestyle information from large populations over long-term 
monitoring. With larger cardiovascular disease data 
collections, researchers can discover important patterns in the 
historic record of patients, along with biomarker activity and 
treatment response, and risk elements change [6]. Researchers 
are able to uncover new intricate patterns using huge and 
different types of healthcare data and develop precise 
forecasting models as well as individualized risk 
measurements using these. Using large-scale health data to its 
maximum potential becomes difficult because of data 
integration complexities as well as the need for 
standardization and patient privacy maintenance which 
ensures both trustworthy and ethical AI-driven prediction 
results. 

Early diagnosis and timely intervention have become 
essential in reducing the impact of CVD in the current world 
at large and in order to improve patient outcomes. Traditional 
methods of diagnosing heart disease are often time-consuming 
and prone to human error, which highlights the need for an 
efficient, automated solution. The goal of this research is to 
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increase prediction accuracy by utilizing ML techniques, 
namely the XGBoost classification algorithm of 
cardiovascular disease forecasting, enabling healthcare 
professionals to identify at-risk individuals with higher 
precision and confidence. This tactic might reduce the 
prevalence of cardiovascular diseases and greatly enhance 
clinical decision-making.  The following are the study's main 
contributions:  

 The study applies rigorous data preprocessing 
techniques on the heart disease dataset, enhancing data 
quality and ensuring more accurate predictions for 
cardiovascular disease forecasting. 

 It identifies key features influencing cardiovascular 
risk, providing valuable insights for healthcare 
professionals to focus on critical factors for early 
diagnosis and prevention. 

 Multiple ML models, including XGBoost, NB, and 
KNN, are evaluated using parameters including F1-
score, recall, accuracy, and accuracy in order to select 
the ideal model. 

 The proposed XGBoost model has better accuracy and 
reliability of the predicted values in forecasting 
cardiovascular illness, in contrast to current models. 

1.1 Novelty and Justification 

This study contributes to the novelty of this study through 
the reliability of the XGBoost classification technique is used 
to forecast the result, strengthening the model of 
cardiovascular disease utilizing a structured heart disease 
dataset and a robust data processing pipeline. In contrast to the 
conventional diagnostic methodology or the basic ML models, 
this study combines the attribute reduction, outlier removal, 
and data transformation techniques in order to enhance 
prediction accuracy. XGBoost is a good choice as it is proven 
to be effective in dealing with structured data and reducing 
overfitting, both of which are key in performing medical 
prediction tasks. This not only gives it a better diagnostic 
precision, but more importantly, this approach offers a 
scalable and interpretable framework of healthcare analytics. 

1.2 Structure of the paper 

The structure of the study is as follows: In Section II, the 
existing literature on cardiac disease prediction by the use of 
AI techniques is reviewed. Gathering, preprocessing, and 
model data development using XGBoost under the presented 
methodology are explained in Section III. The results and 
analysis from the proposed model in predicting cardiovascular 
disease are presented in Section IV. At last, Section V 
provides the conclusion and outlines potential directions for 
future work. 

2. Literature Review 

This section examines relevant research on the application 
of cutting-edge AI methods for Heart and cardiovascular 
disease prediction:  

Maiga, Hungilo and Pranowo (2019) project's goal is to 
evaluate ML algorithms for predicting cardiovascular disease 
based on individuals' cardiovascular risk factors.  Kaggle ML 
contests are the data source, and 70,000 patient records are 
included in the collection. The ML methods LR, KNN, NB, 
and RF were used in this study. The comparison's findings 
demonstrate that RF performs well in terms of classification 
accuracy, achieving 73%, 65% specificity, and 80% 
sensitivity.  The model may be used to forecast cardiovascular 
disorders in the medical profession [7]. 

Alarsan and Younes (2019). The suggested solution is 
examined and verified using ML-libs and the Scala 
programming language on the Apache Spark framework using 
the baseline datasets for MIT-BIH Arrhythmia and MIT-BIH 
Supraventricular Arrhythmia. According to the findings, their 
approach obtained an overall accuracy of 97.98% and 96.75% 
using the GDB Tree technique with the RF approach for 
binary classification.  GDB trees only enable binary 
classification, while RF achieved 98.03% accuracy for 
multiclass classification [8]. 

Haq et al. (2019) six ML classifiers and a Backpropagation 
Neural Network (BPNN) were evaluated for heart disease 
identification. Among the ML models, SVM with an RBF 
kernel showed the best results, achieving 88% accuracy on 
specific traits and 86% accuracy on all features, which further 
improved to 92.30% with ensemble learning. The BPNN 
achieved the highest classification accuracy of 93%, 
demonstrating that DL models, which automatically extract 
important features, outperform traditional ML classifiers for 
heart disease diagnosis [9]. 

Bernard et al. (2018) determine how effectively cutting-
edge DL techniques can evaluate CMRI, including the ability 
to segment the myocardium and the two ventricles and 
categorize diseases. The results demonstrate that the best 
techniques accurately replicate the expert analysis, yielding a 
mean correlation score of 0.97 for automated clinical indicator 
extraction and an accuracy of 0.96 for autonomous diagnosis.  
These findings undoubtedly pave the way for completely 
automated and extremely accurate cardiac CMRI analysis 
[10]. 

Alić, Gurbeta and Badnjević (2017) present an overview 
of ML techniques in the classification of diabetes and CVD 
using ANN and BN. On the other hand, the NB network, a 
popular kind of BN, has the best accuracy rates for classifying 
diabetes and cardiovascular disease (CVD), with reflective 
accuracy rates of 99.51% and 97.92%, respectively [11]. 

Table I presents a summary of the literature review, 
highlighting the datasets, methodology, results analysis, and 
identified limitations for text dataset classification. 

TABLE I.  SUMMARY OF LITERATURE REVIEW FOR CARDIOVASCULAR DISEASE USING AI TECHNIQUES  

References Methodology Dataset Results Analysis Limitations/Gaps Future Work 

Maiga, Hungilo, 
and Pranowo 
(2019) 

Random Forest, Logistic 
Regression, k-nearest 
neighbor, and Naïve 
Bayes 

Kaggle CVD dataset 
(70,000 patient 
records) 

Random Forest 
achieved 73% 
accuracy, 65% 
specificity, and 80% 
sensitivity 

Limited dataset scope; 
only traditional ML 
models used; no feature 
selection or tuning 
mentioned 

Explore deep learning 
methods and ensemble 
models for higher 
accuracy 
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Alarsan and 
Younes (2019) 

GDB Tree, Random 
Forest on Apache Spark 
using Scala 

MIT-BIH Arrhythmia 
and Supraventricular 
Arrhythmia 
Databases 

Binary classification: 
97.98% accuracy (RF); 
Multiclass: 98.03% 
accuracy (RF); GDB 
Tree only binary 

Limited to arrhythmia 
datasets; GDB Tree does 
not support multiclass; 
no deep learning 
comparison 

Integrate deep learning 
and support for 
multiclass GDB Tree 
classification 

Haq et al. (2019) SVM (RBF kernel), 
Ensemble Learning, 
BPNN (Backpropagation 
Neural Network) 

Not specified, but 
implies a standard 
heart disease dataset 

SVM: 88% (selected 
features), Ensemble: 
92.30%, BPNN: 93% 
accuracy 

Dataset source not 
mentioned; performance 
comparison lacks 
clinical validation 

Validate results with 
clinical datasets; 
implement hybrid deep 
learning architectures 

Bernard et al. 
(2018) 

Deep learning for cardiac 
MRI segmentation and 
classification 

Cardiac MRI data 
(CMRI) 

Correlation of 0.97 for 
clinical index 
extraction, 0.96 
diagnostic accuracy 

Focused only on image 
data; generalization to 
other data types (e.g., 
EHR) untested 

Apply to multimodal 
data; integrate with 
electronic health 
records 

Alić, Gurbeta 
and Badnjević 
(2017) 

Artificial Neural 
Networks, Naive Bayesian 
Networks 

Not specified; applied 
to diabetes and CVD 
data 

BN: 99.51% accuracy 
(diabetes), 97.92% 
(CVD) 

Dataset source and size 
unclear; lacks 
implementation detail 
and validation 

Test across larger and 
more diverse 
populations; evaluate 
real-time applicability. 

 
3. Methodology 

The purpose of this work is to employ ML techniques to 
create a prediction model for cardiovascular disease. Using the 
heart illness dataset, the algorithm seeks to precisely assess 
and categories the risk of heart disease. The collection of the 
heart disease dataset and meticulous data preparation are the 
initial stages in the suggested approach to heart disease 
prediction.  In an effort to improve data quality, this stage 
includes operations like resolving missing values, removing 
outliers, reducing attributes, and transforming the data.  
Following refinement, the dataset is separated into test and 
training sets.  With the help of the XGBoost classification 
algorithm, which is renowned for its effectiveness when 
working with structured data, a model for prediction has been 
created.   The model’s performance is assessed using the F1 
score, recall, accuracy, and precision and determine how 
effective the prediction system is the suggested flowchart for 
conducting cardiovascular disease prediction analysis using 
an ML framework, on Figure 1 below, shows the dataset for 
cardiac disease.  

 
Fig. 1. Proposed Flowchart For Cardiovascular Disease Forecasting Based 
On ML Techniques 

This paper explains how the steps of the proposed 
flowchart for cardiovascular disease using ML techniques on 
heart disease dataset: 

3.1 Data Collection 

The heart disease dataset includes several variables related 
to cardiovascular health and lifestyle choices, such as age, 
gender, blood pressure, cholesterol, heart rate, alcohol use, 
smoking, obesity, diabetes, and family history. Factors related 
to lifestyle, which include hours spent sedentary, stress levels, 
eating patterns, and exercise duration, make up the second 
group of variables analyzed.  Triglyceride levels, drug usage, 
and past heart problems are among the medical considerations 
that are taken into consideration.  In the second, income is 
taken into account along with other elements, including 
geographic characteristics, such as country, continent, and 
hemisphere.  8763 patient records from various global 
locations are included. An essential binary classification 
characteristic that shows whether a heart attack risk exists or 
not is included.  Research and predictive analysis in the area 
of cardiovascular health can benefit greatly from this dataset.  
For study and prediction analysis regarding heart health, this 
dataset (refer to Table II) is an invaluable tool. 

TABLE II.  DESCRIPTION OF HEART DISEASE DATASET 

Data Collection 

Data Pre-Processing 

Results 
Performance Matrix like 

accuracy, Precision, Recall 
and F1-score 

Data 
Transforma

tion 
Attribute 

Reduction 

Heart Disease Dataset 

Outliers 
Removal 

Handling 
Missing 
Values 

Data Splitting 

Classification with XGBoost 
Model 
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Fig. 2. Frequency Distribution of Classes in the Heart Disease Dataset. 

The dataset's class distribution is seen in Figure 2 with 
respect to heart disease diagnosis. Out of the total instances, 
4,442 individuals (represented in pink) are diagnosed with 
heart disease, while 4,321 individuals (shown in light green) 
are not. The distribution is nearly balanced, with a slight 
predominance of heart disease cases. This balance is crucial 
for training ML models, as it helps prevent bias toward either 

class and ensures more reliable performance in classification 
tasks. 

 
Fig. 3. The Distribution of the Heart Dataset Features. 

Figure 3 displays histograms of key features related to 
heart disease, including demographics, clinical metrics, 
lifestyle habits, and medical history. It shows varied 
distributions some features like age and cholesterol are spread 
evenly, while others like smoking, diabetes, and previous 
heart issues are skewed. These plots help highlight the data 
characteristics relevant to predicting heart attack risk. 

 
Fig. 4. The Relationships And Patterns Within The Heart Disease Dataset 

The heatmap displays Pearson correlation coefficients 
among the dataset features seen in Figure 4, with most values 
ranging between –0.1 and 0.1, indicating weak or negligible 
linear relationships. For example, cholesterol and blood 
pressure show a slight positive correlation (~0.15), while 
variables like age and exercise hours exhibit near-zero 
correlation. This overall low correlation suggests minimal 
redundancy and highlights that most features contribute 
unique information[12]. It is advantageous for creating heart 
attack risk prediction models that work. 

3.2 Data preprocessing 

Pre-processing data is an essential step for enhancing 
model performance before applying ensemble ML techniques. 
The dataset used in this investigation was pre-processed using 
methods such as resampling and discretization to improve data 
quality and ensure more accurate and reliable model 
outcomes. The heart disease dataset was prepared using the 
following pre-processing techniques: 
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 Handling Missing Values: As with the data set, 
finding features with missing values in the data set 
was essential (null entries in key attributes such as 
employee satisfaction levels) and to solve them 
employing suitable imputation techniques (such mean 
or median imputation) to ensure the data is accurate 
and comprehensive. 

 Outliers Removal: Outliers are identified in key 
features, i.e., values that are much higher or lower 
than other values in variables such as, work hours or 
duration of time at the company, and specific outlier 
treatment techniques, like capping or transformation 
[13] applied to minimize the impact of outliers on the 
analysis while retaining the key information. 

 Attribute Reduction: Attribute reduction is the 
process of reducing a data set's attribute count, which 
allows the useful information needed for classifying 
or predicting the system to be obtained while 
dropping or removing the unnecessary or redundant 
attributes[14]. can say it is used generally for the 
reduction of model inefficiency, overfitting and 
generalization, especially with high-dimensional data. 

 Data Transformation using Scaling: Data 
Transformation with Scaling is the procedure for 
changing the data values in so that they fall in the 
same scale. Especially when dealing with features of 
different magnitudes or units, scaling is very useful in 
a way that can speed up many ML algorithms, 
especially those that rely on distance metrics or 
optimization approaches. 

3.3 Data splitting 

In data mining, preparing, organizing, and cleaning raw 
data is known as data preprocessing so that it may be used to 
create and train ML models[15]. Initially, dividing it is a usual 
practice to create two separate subsets from the dataset: a 
testing set and a training set. Usually, 40% of the data is 
reserved for verification and 60% is utilized to train the model. 

3.4 Classification of XGBoost Classifier 

It uses a collection of different DT (weak learners) to 
independently determine similarity ratings. The method alters 
the gradient descent and regularization process to solve the 
issue of overfitting during the training phase.  Overfitting may 
be managed with the use of regularization, which XGBoost 
offers. To do this, each tree's weights and biases are subject to 
L1/L2 penalties [12]. 

In order to avoid overfitting, the two distinct components 
of XGBoost's objective function combine to capture the 
regularization term and the model's deviation when 
optimization techniques are used.  The dataset may be 
represented as 𝐷={(𝑥𝑖,𝑦𝑖)}, which includes a considerable 
number of 𝑛 samples and 𝑚 characteristics.  With this 
information, an additive model that incorporates many 
fundamental models can be used to describe the predictive 
variable [39]. The results of making sample predictions may 
be summed up as follows in Equations (1) (2): 

 𝑦̂𝑖 = ∑ 𝑓𝑘(𝑥𝑖),𝑓𝑘

𝑘

𝑘=1
∈ 𝜑 (1) 

 𝜑 = {𝑓(𝑥) = 𝑤𝑠(𝑥)} (𝑠: 𝑅𝑚  → 𝑇, 𝑤𝑠 ∈ 𝑅𝑇) (2) 

When 𝑦̂ 𝑖 represents the label prediction and 𝑥𝑖 is one of 
the samples, the projected score is 𝑓𝑘(𝑥𝑖) or the sample that 

was provided. When As an added bonus, it represents the 
collection of regression trees that include the parameters for 
the tree structure of s,𝑓(𝑥). On top of that, w stands for both 
the number of leaves and their approximate weight. 

3.5 Performance Metrics 

To assess the effectiveness of cardiovascular disease 
forecasting, several evaluation metrics, also known as 
performance metrics, are utilized. These measures give a 
thorough picture of how well the model predicts the risk of 
cardiovascular illnesses[16]. Boosting models' efficacy in 
identifying erroneous or accidentally labelled cardiac disease 
is assessed using the confusion matrix displayed below.  It 
uses four criteria to compare anticipated values with actual 
results: FN, FP, TP, and TN. The following metrics are 
defined below: 

1) Accuracy 
The most often used a performance indicator called 

accuracy shows what proportion of forecasts were correct, 
taking into account both positive and negative outcomes, out 
of the overall quantity of projections in Equation (3). 

 Accuracy =
TP+TN

(TP + TN + FP + FN)
 (3) 

2) Precision 
The important cases concerning the occurrences that were 

obtained, such as accuracy. Below is the precision Equation 
(4): 

 𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 =
(𝑇𝑃)

(𝑇𝑃)+(𝐹𝑃)
 (4) 

3) Recall  
Recall is a small proportion of pertinent examples that are 

recovered out of the entire number of examples that are 
pertinent. The recall Equation (5) may be found below: 

 𝑅𝑒𝑐𝑎𝑙𝑙 =
(𝑇𝑃)

 (𝑇𝑃)+ (𝐹𝑛)
 (5) 

4) F1-Score 
The double precision times recall provides the basis for the 

F-measure, which is then split by the total of accuracy and 
recall. The F-Measure Equation (6) is as follows: 

 𝐹1 − 𝑆𝑐𝑜𝑟𝑒 = 2 ×
𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛×𝑅𝑒𝑐𝑎𝑙𝑙

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛+𝑅𝑒𝑐𝑎𝑙𝑙
 (6) 

4. Result Analysis And Discussion 

The results and evaluations of the research study are 
presented in this part.   A computer with an Intel(R) Core i7 
CPU with Windows 10 and 16GB of RAM was used for each 
experiment.  Python was used to create the cardiovascular 
disease prediction models, using necessary libraries including 
Matplotlib, NumPy, Pandas, and Scikit-learn. Existing models 
like NB are contrasted with the suggested XGBoost model 
[17] and KNN [18], as seen in Table IV. The performance 
results are shown in Table III, highlighting the superiority of 
the XGBoost model in forecasting cardiovascular disease 
using the heart disease dataset. 

TABLE III.  RESULTS OF XGBOOST MODEL ON CARDIOVASCULAR 
FORECASTING USING HEART DISEASE DATASET. 

Performance Matrix XGBoost (XGB) 

Accuracy 92.38 
Precision 99.43 
Recall 89.9 
F1-score 94.46 
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Fig. 5. Model Performance of XGBoost  

The model proves highly effective for classification use 
and is shown in Figure 5. The system demonstrated excellent 
predictive accuracy of 92.38%, which proved most of its 
predictions to be correct. There are very few false positives 
since the model demonstrates an outstanding precision of 
99.43%. The 89.9% recall shows that the system detects most 
actual positive cases, with the exception of certain cases, it 
fails to identify. The 94.46% balanced F1-score demonstrates 
that the model provides dependable results by effectively 
balancing precision with recall in order to support accurate 
predictive operations. 

 
Fig. 6. Confusion matrix for XGBoost 

The performance matrix, displayed in Figure 6, 
summarizes the XGB model's classification findings for heart 
disease diagnosis. The model's 92.38% accuracy rate shows 
that its forecasts were generally quite accurate.  With a 
99.43% accuracy rate, the model shows great dependability in 
accurately detecting cases of heart disease with little false 
positives. The detection percentage of 89.9% indicates the 
system identifies most genuine heart disease occurrences. The 
F1-score value of 94.46% verifies the model's capacity to 
manage high detection sensitivity along with accurate 
predictions in heart disease diagnosis. 
TABLE IV.  COMPARATIVE ANALYSIS OF MODEL PERFORMANCE ON THE 

HEART DISEASE DATASET 

Measures XGBoost Naïve Bayes[17] KNN[18] 
Accuracy 92.38 86.40 87 
Precision 99.43 86.40 93.02 
Recall 89.9 86.40 80 
F-measure 94.46 86.40 85.91 

The comparative analysis, as presented in Table IV 
highlights demonstrates the proposed XGBoost model 
outperforms the existing NB and KNN models across all 
evaluation metrics. XGBoost delivered the highest accuracy 
of 92.38%, beyond NB 86.40% and KNN 87%. Its precision 
outcome of 99.43% showed better performance than the 
current available precision levels of other models. The 
proposed model achieved recall results of 89.9%, but NB 
reached 86.40%, and KNN reached 80%. The F-measure of 
XGBoost reached 94.46%, which validated its dependability 
and reliability when using the heart disease dataset for 
cardiovascular disease prediction. 

5. Conclusion And Future Work 

A predictive model based on the XGBoost classification 
algorithm forecasts cardiovascular disease risks effectively 
than classical methods, including NB and KNN. Typical data 
preprocessing methods coupled with a large heart disease 
dataset allowed the proposed model to reach an accuracy level 
of 92.38% while maintaining precision at 99.43% and recall 
of 89.9% with a 94.46% F1-Score. The model shows reliable 
performance in detecting heart disease patients, which 
provides useful clinical support in uncovering early disease 
signs. 

In order to identify temporal and geographical trends in 
large medical datasets, future research should enhance the 
model by integrating DL with CNN or RNN. The prediction 
accuracy would increase through Data from wearable 
technology and EHRs for real-time patient monitoring, 
whereas continuous health assessment would become 
possible. Extending the data with more samples from diverse 
geographical regions and demographic populations alongside 
the implementation of explainable AI techniques will enhance 
both the general accessibility of the model to clinicians and its 
clinical adoption. 
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