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Abstract: - We consider, elaborate, and present formalizations for some concepts and phenomena characterizing 

the science of complexity (i.e., logical openness, theoretical incompleteness, quasi-ness, self-organization and 

emergence, and models of dynamical coherences), which are used in the following sections. Such concepts are 

combined with the fact that the issues of life and intelligence are inevitably systemic in nature, as are their 

constituent and evolutionary processes. We then deal, as topics of complexity, with the themes of possessed or 

acquired properties such as the intelligence of matter, intelligence of the living, and life. We consider 

consciousness from self-reflexivity and self-memory. However, because life recognizes life (i.e., itself) and 

intelligence recognizes intelligence (i.e., itself), it seems there is a closed, self-referential loop. We then present 

some consequential systemic issues suitable to consider new inquiring, less self-referential approaches as based 

on logical openness and theoretical incompleteness for further research. Is it possible to figure out a related game 

for a logically closed environment, and how can this reductionistic prevalent attitude be broken: through internal 

interventions or necessarily external, different in nature interventions? We may call it the game of acquired 

intelligent life. Can it be Turing complete as in Conway’s Game of Life?  
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1 Introduction 
The concept of a system relates to the peculiarity of 

some sets of items, termed systems, when items are 

suitably interacting between them, of acquire 

properties, whether they are pre-established 

(functioning) or only partially foreseeable, and 

according to the level of description considered. The 

systems can also be autonomous within their allowed 

degrees of freedom as studied by complexity science. 

Starting from a review of some crucial concepts and 

approaches of complexity science, the purpose of this 

paper takes shape. The complex systems concepts are 

considered to elaborate and review the topics of 

intelligence and life. We then present some 

consequential, almost original, issues suitable to 

consider new inquiring, less self-referential 

approaches for further research. 

In the first part of section 2, we outline and present 

profiling definitions of some complex systemic 

concepts useful to set the conceptual context in which 

we will consider intelligence and life: logical 

openness, theoretical incompleteness, quasi-ness, 

self-organization and emergence, and models of their 

dynamical coherences.  

In the second part of section 2, we focus on the 

intelligence of matter. We outline the concept of 

matter considered here, the intelligence of matter 

distinguishing between possessed and acquired 

intelligence, and outline human intelligence. 

In section 3, we present systemic research issues 

related to intelligence, life, and the fact that evolution 

is not enough to explain the acquisition of intelligent 

properties, requiring instead combinations with the 

intelligence of matter. We point out how our 

intelligence can recognize itself (as the intelligence 

of matter and in living beings) and study itself. In 

parallel, we have only one conception of life (it 

should be difficult to recognize other forms of life 

and intelligence). Our intelligent life seems to be self-

referential. 

In section 4, we introduce some miscellanea related 

to consciousness as an acquired intelligent property 

by living matter, when metacognition is intended as 

self-cognition, cognition of cognition, assuming the 

approach of reflexivity, and selfness. Then the 

generative property of consciousness of living matter 

to be considered, is the self-reflexivity based on 

recurrent memory and self-memory. 

The perspective is to logically open, make 

incomplete and quasi the models of intelligence. as if 
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we had multiplicities of them to deal with. We 

conclude by figuring out an ideal game on how to 

break the reductionistic, logically closed, prevalent 

attitude of self-referential (life recognizes only itself, 

intelligence recognizes only itself, evolution occurs 

without the discontinuities of emergence) simulated 

environments. Are internal interventions sufficient or 

is there a need for external interventions? 

 

 

2 Outlines and definitions 
In this section, we outline some concepts and 

phenomena mentioned and used in the following 

elaboration. Particularly, in section 2.1, we consider 

systemic concepts important when dealing with 

systems complexity: logical openness, theoretical 

incompleteness, quasi-ness, self-organization and 

emergence, and models of dynamical coherences. 

Furthermore, in sections 2.2 and 2.3, we outline the 

concepts of intelligence and life, widely elaborated in 

the literature, focusing here on aspects and levels 

suitable for the subsequent introduction of related 

issues, in particular, related to the intelligence of 

matter and logical openness. 

 

2.1 References to some essential systemic 

concepts 
We outline the concepts, models, and phenomena 

considered in the science of complex systems 

considered relevant here when dealing with acquired 

properties of matter, such as intelligence and life. 

Such concepts are combined with the fact that the 

issues of life and intelligence are inevitably systemic 

in nature, as are their constituent and evolutionary 

processes. 

 

2.1.1 Logical openness  
As is well known, closed systems are intended to be 

isolated, with no exchange of either matter or energy 

with the environment. Their final state is reached 

uniquely as determined by the initial conditions. This 

is the case for all ideally thermally insulated 

machines. 

We may then consider the concept of a logically 

closed model to describe the evolution of such 

thermodynamically closed systems. 

In this regard, a model is defined as logically closed 

when 

a) a formal, complete, and explicit (i.e., 

analytically describable) description of the 

relations between the state variables of the 

model is available; 

b) a formal, complete, and explicit (i.e., 

analytically describable) description of the 

interaction between the system and its 

environment is available;  

and 

c) all possible states that the system can take 

and its structural characteristics are 

completely deducible from the knowledge of 

the previous two points, allowing deduction 

of all possible states that the system can take 

together with its structural characteristics. 

Conversely, we may consider then the concept of a 

logically open model to describe the evolution of a 

system intended as logically open when there is 

violation of at least one of the three points above [1, 

2, p. 111–112; 3, p. 447–51]. Logical openness is 

related to the infinite number of degrees of freedom 

when the system includes the environment in 

principle independent, thus making the system 

incomplete as regards the environmental influence. 

Logically open systems are systems, for instance, 

autonomous learning systems, particularly living 

systems. 

In order to introduce a formalized understanding of 

logical openness, let us consider [1]:  

- the observer, with his/her knowledge, 

language, and purposes;  

- the model carried out by the observer on the 

basis of his/her knowledge and goals;  

- experimental data, intended as answers to 

questions about nature as experiments are 

(no answers without questions) obtained 

from the context by using the model and the 

observer’s language. 

Logical openness may be formalized in the following 

way [1]. 

Let us apply a suitable operator R1 to the observer at 

moment n (for instance, perform an experiment). 

This produces a corresponding model. This process 

may be indicated by the expression 

model (n) = R1 (observer (n)). 

In turn, an operator R2 may show a correspondence 

between experimental data (n) obtained from a 

process of application of the model (n) as by the 

expression 

experimental data (n) = R2 (model (n)). 

The observer’s knowledge and goals are influenced 

by experimental data.  

An operator R3 can show that the subsequent state of 

the observer depends on the experimental data 

obtained, as in the expression 

observer (n+1) = R3 (experimental data (n)). 

If we combine the three circumstances, we obtain 

model (n +1) = R1 (observer (n +1)) = R1(R3(R2 

(model (n))). 

If we consider the abbreviation R = R1 R2 R3 we 

obtain: 
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model (n)= Rn (model (0)). 

where Rn indicates n interactions of the operator R. 

In the recursive formula model (n)= Rn (model (0)), 

it is possible to consider as (eigen-) models:  

       Model () = lim Rn (model (0)). 
                                          n 

We may consider that  has no practical meaning and 

notice how the process may converge to two different 

possible ends: 

 logically closed models, having finite 

degrees of openness; 

 it is impossible to identify a definite (eigen-) 

model.  

Finally, we may mention as another example of 

formalized logical openness the case of the Oracle 

introduced by Turing [3, p. 52–53].  

 

2.1.2 Theoretical incompleteness 

The concept of completability relates, in general, to 

the possibility of making complete what is not. 

Logically closed models are complete, whereas 

logically open models are not. 

Theoretical incompleteness is assumed as non-

completability in principle or as invariant property. 

Examples of non-completability in principle include 

- In mathematical logic, completeness refers to 

the fact that a set of axioms is sufficient to 

prove the truths of a theory. However, Gödel 

introduced the incompleteness theorems in 

1962 [4]; 

- Partial or non-decidability due to non-

computability of non-analytical models 

formulated as learning (for instance, based in 

ANN) [5]; 

- Non-complete, non-explicit, non-univocal, 

and non-equivalent modeling as in quantum 

physics. 

Examples of non-completability as invariant property 

include 

- The Uncertainty Principle in quantum 

mechanics;  

- Complementarity in theoretical physics, such 

as between wave and particle natures; 

- Dynamics of equivalences in processes of 

emergence where partial acquisitions, losses, 

and recovery of properties occur, keeping, 

however, predominant coherences [6]. 

The concept of theoretical incompleteness [7–10] 

specifies the one of quasi-ness introduced below.  

Theoretical incompleteness is a property of 

phenomena that is incomplete enough to permit 

emergence, introduced below. 

An example of a strong form of interdependence 

theoretically complete between a population of, for 

example, 10 variables, occurs when they are 

analytically interrelated such as in systems of 

ordinary differential equations: 

 

dx1/dt = f1 (x1, x2, … x10) 

dx2/dt = f2 (x1, x2, … x10) 

dx3/dt = f3 (x1, x2, … x10) 

dx4/dt = f4 (x1, x2, … x10) 

dx5/dt = f5 (x1, x2, … x10)                       (1)                                                                (1) 

dx6/dt = f6 (x1, x2, … x10) 

dx7/dt = f7 (x1, x2, … x10) 

dx8/dt = f8 (x1, x2, … x10) 

dx9/dt = f9 (x1, x2, … x10) 

dx10/dt = f10 (x1, x2, … x10) 

 

 

Change of any value xi, therefore, is a function of all 

other x’s. The change of any x entails a change of all 

other x’s, as a whole. These systems of differential 

equations can be understood as the prototype of 

complete and stable coherence, when there is total 

interdependence between the variables (see section 

2.1.5). 

A conceptual formalization of theoretical incomplete 

interdependence may be represented by situations 

occurring over time where, just to give an idea to be 

then generalized, there is partial validity of different 

systems: 

At time tn, variables x3, x6, and x8 vary independently:  

 

dx1/dt = f1 (x1, x2, … x10) 

dx2/dt = f2 (x1, x2, … x10) 

………………………….. 

dx4/dt = f4 (x1, x2, … x10) 

dx5/dt = f5 (x1, x2, … x10) 

…………………………..                          (2) 

dx7/dt = f7 (x1, x2, … x10) 

………………………….. 

dx9/dt = f9 (x1, x2, … x10) 

dx10/dt = f10 (x1, x2, … x10) 

 

 

At time tn+1, variables x1 and x5 vary independently, 

variables x2–x4 are mutually interdependent, and 

variables x6–x10 are mutually interdependent: 

 

 

 

 
dx2/dt = f2 (x1, x2, … x10) 

dx3/dt = f3 (x1, x2, … x10)                    (3) 

dx4/dt = f4 (x1, x2, … x10) 

 

                                                      (3) 

 

and  
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dx6/dt = f6 (x1, x2, … x10) 

dx7/dt = f7 (x1, x2, … x10) 

dx8/dt = f8 (x1, x2, … x10)                     (4)                                                              (4) 

dx9/dt = f9 (x1, x2, … x10) 

dx10/dt = f10 (x1, x2, … x10). 

 

 

Different combinations and variations of these 

situations may then take place at different times.  

However, cases of theoretical incompleteness should 

have limited and not absolute predominance in order 

to keep significant the interdependence stated in (1), 

such as the variable, lost, and recovered coherence of 

a flock. 

In order to generalize, it is possible to consider 

indexed equations, where the indexes indicate the 

interdependence grouping of belonging. Sequences 

of such indexes may be considered as characterizing 

the interdependence of the population, such as its 

collective forms and levels of collective behaving. 

We mention here the conceptual correspondence of 

considering the interdependence of groups of 

belonging in instantaneous clustering in collective 

behaviors. In the case of instantaneous clustering, as 

in the meta-structural project [3, p.105–108], we 

consider the properties of clusters, having possible 

common elements, such as their numbers of 

components, regularities in their composing same 

cluster(s), recurrences, and partial or local 

regularities. 

 

2.1.3 Quasi-ness 

In quasicrystals, atoms are arranged in deterministic 

structures, but they are not periodic or repetitive as in 

normal crystals. Conversely, there are patterns where 

the local arrangement is regular and stable but, 

however, not periodic. The characterizing 

deterministic structural property is incompletely 

respected in multiple possible ways [11].  

In theoretical physics, quasiparticles are considered 

to possess traditional particle properties with the 

exception of localization [12].  

In mathematics, quasi-periodicity relates to 

recurrences whose periodicity has components that 

are irregular or unpredictable.  

Quasi-ness is considered an attribute to the generic 

dynamics of the occurrence of incompleteness in 

collective phenomena, such as self-organization and 

emergence, when multiple levels of coherences are 

partially kept, lost, resumed, or recovered.  

In collective phenomena, countless equivalences 

occur, among which the selections (for instance, 

cognitive-like in flocks or energetic and due to 

fluctuations in liquids) constitute a subsequent new 

initial condition.  

Accordingly, complex systems (i.e., systems where 

phenomena of self-organization and emergence 

occur or are even established entirely by them) are 

quasi-systems in that they are incomplete as only 

almost partially predominately systems and the same 

system [3]. 

 

2.1.4 Self-organization and emergence 

Theoretical incompleteness is a property of 

phenomena that are incomplete enough to permit the 

establishment of coherences in multiple equivalences 

of collective phenomena, as in self-organization and 

emergence of complex systems.  

Their multiple structural dynamics and dynamical 

coherences establish a space of equivalences 

constantly incomplete in that no specific structure or 

single order predominate. This is a necessary 

condition for the occurrence of multiple, quasi 

coherences having variable levels of predominance. 

The sufficiency may be given by different factors, 

such as contextual degrees of freedom (e.g., 

whirlpools induced by shapes of the tubes in which 

the liquid flows or convective patterns in heated 

liquids induced by energetic factors). 

Completeness is an ‘enemy’ of emergence because it 

produces single specific structures without leaving a 

role for equivalences necessary to replace structures 

with coherences [13].  

At this point, we may distinguish between 

• Self-organization intended as a periodic, 

quasi-periodic, iterative process of acquisition 

of coherent new structures. Sequences of new 

properties are acquired in a phase transition-

like manner, having regularities and 

repetitiveness. Examples include the Bènard 

rolls [14], structures formed in the Belousov–

Zhabotinsky [15] reaction, swarms having 

repetitive behavior (e.g., mosquitos around a 

light), and dissipative structures [16, 17] such 

as whirlpools in the absence of any internal or 

external fluctuations. The simplest and most 

celebrated related model is the so-called 

brusselator (from its origin in Brussels) 

introduced by Prigogine and Lefever in the 70s 

to model tri-molecular reactions. The model is 

very useful for describing self-organizing 

chemical reaction-diffusion systems, such as 

the Belousov-Zhabotinsky reaction. The 

brusselator allows to model the reaction 

between two intermediates using the following 

equations: 

d/dt = D12 + A – (B + 1)  +  2 

          d/dt = D22  + B -   (5) 
      where:  
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-  and  are to be interpreted as 

concentrations of appropriate chemical 

substances; 

- BADD ,,, 21  are control parameters of the 

model; 

- 2  is the Laplace operator, which, in the 

case of three spatial dimensions, has the 

explicit form 2 f = d 2 f /dx 2+ d 2 f /dy 2 + d 2 

f /dz 2.  

 

• Emergence where the sequence of new 

properties is not regular, not repetitive, but 

irregular and, however, still prevalently 

coherent (i.e., the reoccurrences are partial, 

combined, having long-range correlations 

[18]). Examples include the properties of 

collective behaviors adopted by fish schools, 

flocks, herds, networks such as the Internet, 

protein chains and their folding, queues and 

traffic, and swarms. Examples of acquired 

emergent properties include coherence, 

decentralization in reacting, resilience, self-

adaptation, self-defense capabilities, and 

stigmergy [19] which studies how 

communication occurs through indirect 

communication, such as environmental 

modifications. 

 

2.1.5 Models of dynamical coherences 

In this section, we present some models of coherence 

in populations of interacting elements (modeled, for 

instance, as oscillators or logistic maps), specifying 

the concept. We first introduce the concept of  

• Synchronization 

A first case may be the so-called Kuramoto 

model, when a better understanding of coherence 

maybe related to processes of synchronization 

[20]. 

We consider, for example, populations of 

oscillators, such as clocks and timers, organized 

in dynamic clusters where synchronization is the 

source of their coherence [21]. Interesting 

situations arise when such oscillators interact. Let 

us consider a population of N  coupled 

oscillators. Each is characterized by a time-

variable phase. A natural frequency can be given, 

for example, by [22, 23] 

                           

 



N

j

ijijii K
1

sin              (6) 

where: 

- Ni ,...,1  

- i
  is the time derivative of the phase of the 

i-th oscillator, 

- i  is the natural frequency of the i-th 

oscillator, 

- ijK denotes a coupling matrix. 

Among the different possibilities, we mention 

when K  all oscillators become 

synchronized to their average phase, reaching 

global synchronization. 

• Upper synchronization 

We relate to the occurrence of multiple different 

synchronizations when such multiplicity becomes 

synchronized, as in the human nervous system. 

Such upper synchronization can be considered as 

a form of coherence [24]. This applies, for 

instance, to the case of populations of chaotic 

systems [25–27].  

• Ensembles of globally coupled chaotic maps 

These phenomena have been introduced in [28] 

(see also [29, p. 155]. Their dynamics, in the 

simplest case, are described by      





N

j

jii nxf
N

nxfnx
1

))(())(()1()1(




           
                                                               (7) 

where: 

- N is the number of chaotic maps; 

- Ni ,...,1  is a space index; 

- )(nxi  denotes the value of the i-th map in 

correspondence to discrete time ...,1,0n ; 

- the function )(xf  is given by 

)1()( xxaxf   (logistic map); 

- a  denotes the nonlinearity parameter of the 

logistic map; 

-   denotes the coupling parameter. 

When considering numerical simulations of the 

dynamics of such systems, we have evidence that 

when the coupling parameter overcomes a 

critical value c , the ensemble reaches a state of 

full synchronization. In such states, all maps, at 

any instant, behave like a single chaotic map.  

When the coupling parameter   is allowed to 

grow up to the situation of full synchronization, 

the reached dynamics are characterized by an 

ordered sequence of different synchronizations, 

ending in a situation of global coherence [24, 29]. 

• Correlations 

In statistics, correlation refers to classes of 

statistical relationships involving dependence 

among random variables [30]. Furthermore, 

different kinds of correlation measures are used 
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to detect different forms of synchronization 

phenomena. Linear approaches include the ones 

underlying the Bravais–Pearson coefficient [31]. 

There are classes of correlation measures: linear 

and nonlinear (see, for a review, [32]). 

• Cross-correlation 

Among linear correlation measures, generalizing 

the traditional Bravais–Pearson approach 

mentioned above, the most popular is given by the 

cross-correlation function. It applies to two-time 

series having the same length N. The values of the 

time series are respectively denoted by Xn and Yn. 

Such values have been normalized in order to 

have a zero mean and a unitary variance. This 

function depends on the time lag τ within the 

interval from - (N-1) to N-1: 

                                         

0)(

0
1

{)(
1




 
















ifC

ifyx
NC

XY

N

n

nn
XY

                (8) 
 

The cross-correlation value CXY (τ) = 1 

corresponds to maximum synchronization, 

whereas CXY (τ) = -1 corresponds to a loss of 

correlation.  

By considering the frequency rather than time, the 

cross-correlation is replaced by the so-called 

cross spectrum: 

                                               

 )()()( *  YXXY FFEC                         (9) 
where:  

- ω denotes the frequency,  

- E is the estimation function,  

- FX is the Fourier transform of x,  

- *  is the complex conjugation.  

The cross-spectrum makes it possible to compute 

the coherence function ΓXY(ω) through the 

relationship 

                 
)()(

)(
)(

2






YYXX

XY

XY
CC

C


    (10) 

We mention how in long-range, scale-free 

correlation, the correlation length coincides with 

the total extension of the systems and coincides 

with the coherence of the entire population. 

A further example of coherence is the occurrence 

of ergodicity in collective behaviors [3, p. 291–

313]. The same system can be both ergodic and 

non-ergodic depending upon on time scale 

considered, as in polymers, and even only 

temporarily ergodic. Furthermore, it is possible to 

introduce degrees, indexes of ergodicity. 

 

2.2 Intelligence of matter 
The intelligence of matter should be considered a 

special property of matter. In this regard, we should, 

first of all, notice the criticality of the concept of 

‘matter’, a subject of endless discussions. 

 

2.2.1 Matter  

The concept seems to be a philosophical one. It is 

intended as a generic platform on which everything 

is necessarily grounded. Matter is intended to have no 

or only basic properties as the general basis for 

significant properties. In the classic view, such 

properties are intended to contrast with a vacuum 

considered as having no properties, being the lack of 

matter and, as such, opposed to the quantum vacuum. 

Levels of such matter (such as particle physics) are 

considered to derive from the simplest, inferior one. 

Is such an inferior level a metaphysical entity if the 

simplest one does not exist? Is matter a conceptual 

entity with no actual scientific meaning, and however 

a level can be intended as being built upon a lower, 

simpler one? Do these hierarchical levels have a final 

end at the bottom? Does this eventual end constitute 

the real generic matter?  

At this point, we should consider the concepts 

introduced by quantum field theory (QFT). For 

instance, QFT considers the quantum vacuum as an 

entity that precedes matter, so it also must precede 

space and time [33]. The quantum vacuum is 

intended to give properties to matter, such as that of 

being always connected, and not the vacuum being a 

lack of matter. 

However, from Faraday and Maxwell and onwards to 

general relativity, a long tradition in physics is the 

approach based on considering material entities, 

particles as excited states of their underlying 

quantum fields, as in statistical field theory. The 

concept of a particle is considered to denote regions 

of space where a field is of particularly high intensity. 

Matter is considered as a condensation of emergent 

properties acquired by the quantum vacuum. Higher 

levels of emergence allow the acquisition of 

macroscopic properties, such as dimensionality, 

mass, volume, and weight [3]. 

 

2.2.2 Intelligence of matter 

As mentioned above, the intelligence of matter 

should be considered a special property of matter. In 

this regard, we distinguish between classic possessed 

properties always available such as conductivity, 

consistency, hardness, light reflection, resistance, 

and weight, which are, however, context-dependent 

(e.g., temperature or pressure dependent), and 

acquired properties.  
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A first case of acquired properties is the dynamical 

properties, occurring during time and related to 

processes. Elementary examples include dilution, 

effervescence, evaporation, mixing of liquids, 

oxidation, and solidification.  

More sophisticated cases relate to the acquisition of 

properties, such as 

- fractal self-similarity as for snowflakes and 

lightning; 

- non-periodic or repetitive structures of 

quasicrystals, as can be observed in normal 

crystals. There are patterns where the local 

arrangement of the material is regular and 

stable but not periodic throughout the material; 

- the condensed phases of matter, phase 

transitions;  

- self-organization as for structures formed in 

the Bènard rolls [14], the Belousov–

Zhabotinsky [15] reaction, and dissipative 

structures such as whirlpools in the absence of 

any internal or external fluctuations.  

A further, more sophisticated case relates to living 

matter. Some properties mentioned above still apply 

in the case of the living, for instance 

- fractal self-similarity as for tree’s branching, 

ferns and leaves in general, and allowing for 

the availability of large surfaces in small 

volumes, for example, alveoli of the lungs; 

- self-organization, emergence of collective 

acquired properties as for flocks, herds, 

schools of fish, and swarms acquiring 

intelligent-like behaviors, for example, in 

defense from predators.  

However, at this point, we focus on two special 

acquired properties, special because they include 

autonomy, that is, the acquired behavioral properties 

are not linearly deducible but rather emergent: 

- acquisition, as an intelligent acquired 

property of matter, of cognitive properties, 

such as intelligence by systems of neurons;  

- life itself as an intelligent [34] acquired 

property of matter. 

Processes of acquisition of properties occur as the 

establishment of forms of coherence, as processes of 

emergence, and are incomplete and modellable as 

logically open. 

 

2.2.3 Outlining human intelligence 

We elaborated above about the generic intelligence 

of matter.  

The subject is considered here for evolute single (not 

collective intelligence mentioned above) living 

beings such as animals and human beings. 

As is well known, the subject is broadly elaborated 

[35] in cognitive science, psychology, and artificial 

intelligence (AI) research. 

We mention, without any claim to completeness and 

without any priority or level of importance some 

characterizing topics of human intelligence intended 

as a network with different balances and imbalances 

between: 

- Intelligence as recognition of a game in 

progress, assumption of a possible game, 

participating in a game, designing a game, 

inventing rules; 

and the ability to 

- Solve problems 

- Create unsolvable cases 

- Invent problems, stories, scenes, languages 

- Translate languages 

- Semantic research 

- Foresee 

- Design 

- Repair 

- Influence 

- Learn 

- Hypothesize, abduct 

- Relate, correlate 

- Attribute, detect, communicate, represent 

meaning 

- Make metaphors 

- Detect, build, measure correspondences 

- Extend arguments 

- Generalize 

- Demonstrate 

- Make scenarios and configurations 

- Generate theories 

- Form tactics, strategies, invent approaches 

- Generate theories 

- Detect errors 

- Detect incoherences, inconsistencies, 

incompatibilities 

- Create consistency 

- Ability to optimize 

- Invent experiments 

- Create abstractions 

- Represent and simulate 

- Transform a problem into another equivalent 

or into others that are globally equivalent to 

the original one 

- Communicate with complexity (facts and 

reasonings), for example, writing, codes, 

encryption, voice/image. 

- Compose and play music 

- Write stories, poems 

- Paintings, sculptures 

- Invent sports 
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- Invent technologies 

- Invent uses 

- Invent paradoxes 

- Invent ambiguities 

- Invent and apply rules 

- Have existential issues. 

 

2.2.4 Life 

We consider the widely and endlessly discussed 

questions What is life? What is living? 

As is well known, an explicative approach is to 

hypothesize, recognize, identify, and consider the 

generative and sustaining processes of the living: 

- The generative processes of life, the origin of 

life, are tentatively considered today as based 

on autocatalysis (molecules that catalyze their 

own or reciprocal replication in a mutually 

advantageous way [36-38].  

- The sustaining processes of the living are 

understood as metabolic, dissipative, 

reproductive, and evolutive [39]. 

Another, possibly complimentary, approach is to 

recognize, identify, and consider characteristic and 

invariant properties of living matter. As we 

mentioned above, some properties may, however, be 

shared with non-living matter, such as the ability to 

dissipate.  

Examples of characteristic and invariant properties of 

living matter include the ability to self-repair 

(however, there are self-repairing bioinspired 

materials), self-generation (regenerating to heal), and 

self-reproduction. Do they, at least partially, define 

the living? Is it theoretically correct to assume the 

availability of absolutely separated definitions of 

living and non-living? 

As is well known, viruses are tiny protein and nucleic 

acid structures and can reproduce only inside host 

cells. They have many of the properties of life but do 

not have a cellular structure and cannot reproduce 

without a host. They probably do not maintain 

homeostasis or their own metabolism. We mention 

some even simpler molecules, such as self-

replicating proteins and self-replicating RNA 

enzymes, also having some, but not all, of the 

properties of life. 

Life can be therefore considered in all respects an 

intelligent, emergent property with all the features of 

coherence and incompleteness. 

3 Selected issues on 
In this section, we present some almost original 

issues about intelligence and life. These issues are 

presented in a conceptual way and proposed with the 

aim of constituting, after appropriate refinements and 

redefinitions, real research approaches and options. 

The article aims to operate as an incubator of 

systemic hypotheses, theories, and research projects. 

 

3.1 Intelligence 
The distinction between intelligence as an acquired 

property and the possessed intelligence of matter is 

not always simple. In some cases, this distinction is 

not easy because the acquired property is 

understandable as an extension of the possessed 

intelligence of living matter. Such extension should 

be intended as an expansion, extension, and 

transformation of a version of the intelligence of 

living matter without emergence occurring from 

biochemical or cognitive processes.  

Some behaviors appear to be due to acquired 

intelligence, but in reality they are not, given also 

their invariability over time without forms of learning 

and delineating themselves as characteristics of the 

species. 

Examples include the building of spider webs, the 

spraying of cuttlefish ink, the broken-wing display to 

drive away predators from the ground nest, or the 

emission of a foul-smelling liquid by birds. 

In this regard, in section 3.3, we consider as an issue 

an ideal biological-cognitive converter through 

which living matter acquires behavioral properties 

such as the ones mentioned above. 

Furthermore, we can consider influencing processes 

from cognitive to biochemical such as self-

destructive and suicide effects due to forms of 

depression.  

    Issue #1: Intelligence is required to recognize    

                    intelligence.  

                    How can intelligence do not to  

                    recognize only itself? 

As life recognizes itself, so our intelligence can 

recognize only itself in nature. The lack of a general 

definition of intelligence allows the identification of 

intelligence to be only a closed, self-referential loop. 

Our intelligence can recognize and study itself. 

The closedness of the self-referential loop seems to 

make it unavailable to recognize, even if admissible 

in abstract, different forms of intelligence.  

Can we consider intelligence as being separate from 

life? Yes, up to a certain level. This is the case for AI-

non-living autonomous intelligence. 

The issue arises about where the inner possessed 

intelligence of matter comes from. Surely, we may 

recognize it as self-referential, as the maximum that 

our intelligence can do. We may consider the 

intelligence of matter as due to processes of self-

organization and subsequentially as emergent, 

However, it is always our intelligence that inquiries 

about its originator mechanisms. Furthermore, the 
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hypothesis of residue property after the Big Bang 

[40, 41] was introduced in [42]. 

 

3.2 Life 
The difficult univocal definition of life opens the way 

to consider the possibility of the existence of other 

forms of life defined, at least partially, in a different 

way. 

Different forms of life are admissible but difficult to 

recognize if they are supposed to have different 

characteristics and invariant properties. 

For instance, characteristic and invariant properties 

of the living matter considered above may apply to 

other situations, such as to fields [43]:  

- self-adapting, self-maintenance, self-

sustaining properties of a field;  

- self-restoring, reoccurring of a field; 

- diffusion (possibly not continuous) of a field 

and combinations of fields. 

We may consider such properties present in 

collective behaviors as self-generating, repairing, and 

reproducing coherent collective behaviors. 

Excluding cases of collective behaviors established 

by living entities such as flocks and swarms, we 

mention cases of collective behaviors established by 

non-living systems that include lasers, nematic fluids, 

networks, rods on vibrating surfaces, and shaken 

metallic rods. 

It seems that a more general definition of life should 

be considered based, for instance, on the ability to 

generate and keep different levels of coherence rather 

than homeostasis. 

  Issue #2: Self-referential definition of life.  

                 How can life not recognize only itself? 

 

3.3 Evolution 
The issue considered here is that the evolution, the 

ability of living matter to evolve, of a species is an 

intelligent property of matter in its living phase. 

However, the mechanism of evolution must be 

considered as being combined with the possessed 

intelligence, and the intelligence acquired as 

properties of matter [44, 45]. 

The 19th-century English naturalist Charles 

Darwin introduced the idea that organisms come 

about by evolution based on natural selection 

mechanisms. 

His theory of natural selection as the explication of 

evolution provided a scientific, essentially correct but 

incomplete explanation of how evolution occurs and 

organisms have features (e.g., eyes, kidneys, legs, 

and wings) to perform certain functions. Natural 

selection is intended to occur when individuals have 

a competitive advantaging resource, such as more 

effective vision, hearing, and smell, allowing them to 

survive better and produce more progeny than 

individuals with less-favorable resources. However, 

genetics and then molecular biology led to the 

development of the modern theory of evolution. 

However, evolution seems insufficient to explain the 

acquisition of intelligent properties by living matter 

(see section 3.1), such as the building of spider webs 

to hunt, the geometricity in the construction of 

beehives, and the defensive spraying of cuttlefish ink. 

Therefore, evolution should be almost combined with 

processes of acquisition of properties through 

processes of emergence, in quasi-like ways, and 

allowing phenomenological logical openness. 

Incompleteness and quasi-ness leave room for 

subsequent adjustments and the establishment of 

multiple levels of equivalence.  

Evolution should be intended as intelligent property 

of living matter, consisting of multiple sequences of 

incomplete acquisition-loss of coherences, having 

local and temporal predominance. Models of 

evolution are intrinsically logically open. 

        Issue #3: Evolution is not enough to explain  

                        the acquisition of intelligent  

           properties: it must combine with    

           processes of emergence. 

It is possible to hypothesize an ideal process, the 

biological-cognitive converter, through which living 

matter acquires cognitive properties, such as the 

ability to recognize and desire shapes, colors, and 

smells; have behaviors, sensations, and actions [46, 

47] and the opposite as the placebo effect when 

medicines have significant and persistent effects if 

patients are informed of their administration [48]. 

               Issue #4: The ideal biological-cognitive 

converter 

Other examples include the natural being of a 

newborn as beautiful because needing protection, and 

feminine or masculine attributes as attractive when in 

reproductive age. We do not fully understand how 

this conversion occurs, but it makes sense to consider 

that the properties of the matter possessed, in 

particular the possessed intelligence, are also 

involved. 

 

 

4 Miscellanea 
Any property, phenomenon, or process must happen 

in some way (possibly among other equivalent and 

possible ways), even if the way by which it happens 

is different from what happens, such as the emergent 

acquisition of properties. 

The first sentence states the phenomenology of the 

becoming, the possibility of its observability, and its 

explicability or its well-defined inexplicability. 
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The second statement in parentheses states the 

possible equivalent or non-equivalent multiplicity of 

a phenomenon and its possible superimpositions. 

The third sentence states possible irreducibilities 

when the way how a phenomenon happens is 

different from the phenomenon itself (i.e., the 

phenomenon cannot be reduced to or even be 

recognized from the ways that it happens). In 

processes of self-organization and emergence, what 

emerges is structurally different from the generative 

mechanism [49]. 

In the cases considered above, we may distinguish 

between what is supposed to be necessary but not 

sufficient, sufficient but not necessary, and, possibly, 

necessary and sufficient.  

After these premises, we introduce some issues 

related to consciousness as an acquired intelligent 

property by living matter, when metacognition is 

intended as self-cognition, cognition of cognition 

[50, 51], assuming the approach of reflexivity in a 

logical open way, and selfness through levels of self-

modeling, self-representation, for instance when the 

mirror-neuron system [52, 53] applies to itself. The 

conscious is considered a representation of cognition, 

such as the represented, the remembered present. 

Processes of representation of the present may be 

considered to occur from their simultaneous, 

contextual “coding” as memory [54]. 

The intelligent, then generative property of living 

matter to be considered is the self-reflexivity as 

autocatalysis and logical openness. 

            Issue #5: Consciousness from self-reflexivity 

and self-memory. 

                            Application effects for AI? 

Generated acquired, emergent intelligent properties 

allow recurrent memory and self-memory that is 

compatible and converging to consciousness. This 

reminds of the technology of recurrent neural 

networks (RNN) [55]. 

Recurrence may be considered for processes of 

emergence when it is possible to consider different 

levels [3, p. 266–273] and re-emergence. 

 

5 Conclusions 
The distinction and decoupling of our intelligence 

and the intelligence of matter generates incoherent, 

degenerated forms and with conflicting applicative 

consequences. Theoretical continuity is ignored. A 

catastrophic cognitive discontinuity is created. This 

is the reductionistic attitude in dealing with complex 

systems such as the climate, environment, social and 

economic imbalances, and exploitation. They are 

considered external, decidable problems. 

Life recognizes life (i.e., itself). Intelligence 

recognizes intelligence (i.e., itself). It seems to be a 

closed, self-referential loop. We may admit the 

existence of different abstract forms of life and 

intelligence, but they would be, concretely, 

unrecognizable. However, what interests us in 

finding and recognizing different forms of life and 

intelligence in nature [56]? Would it be possible and 

interesting to learn, create interfaces, and interact? 

Should different forms of life and intelligence be 

assumed incommensurable in principle? Maybe just 

asking the question, without much hope of arriving at 

effective discoveries, could lead to introducing 

logical openness within the self-referential loop 

above as though other intelligences and lives were 

really effective. It could theoretically allow us to 

elaborate and model recurrent incompleteness, quasi-

ness, multiplicity, superimpositions, and pending of 

models themselves, for instance, of complexity. This 

allows us to consider systems of approaches and 

overall orientation purposes rather than single 

objectives such as regulating and deciding.  

It is possible to figure out a simulated environment of 

“intelligent” agents  

- Recognizing only their intelligence 

- Recognizing only their artificial life  

- Having simulated, well-defined rules (i.e., 

completed evolution), without emergence and 

quasi-ness  

- Acquisition of properties may only be collective 

- Possible reflexivity is reduced to replication and 

iteration with no change of representation. 

Is it possible to figure out a related game on the future 

evolutive end of such environments and break this 

reductionistic prevalent attitude: through internal 

interventions based on logical openness or 

necessarily external interventions? We may call it the 

game of acquired intelligent life. Can it be Turing 

complete as in Conway’s Game of Life? 
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