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Abstract: High-quality omics tests can be developed by using machine learning. As high-throughput molecular
determinations are costly, we want to build the best models, utilizing the minimal number of samples. Here, we
specify a set of criteria for high-quality models and select the algorithms which best satisfy them. Boosted C5,
Random Forest and Stochastic Gradient Boosting reach accuracy greater than 95%, and even greater than 99%, in
discriminating between breast cancer and normal, on the miRNA NGS TCGA data, generalize well to new cases,
and are relatively transparent. For these algorithms, we investigate the relationships between accuracy and sample
size, and between the number of features (miRNAs here) and sample size. We proposed power law formulas for
all these relationships, allowing the computation of the required number of samples for the desired accuracy. The
above algorithms dramatically lower the sample size for the highest accuracies and reduce the corresponding costs.
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1 Introduction

Precision medicine cannot be reached just by increas-
ing measurements’ accuracy. We need adequate bioin-
formatics tools and workflows to analyze the data.
These should include machine learning (ML) meth-
ods, as ML models can be translated in high-quality
molecular tests for diagnosis, prognosis, and response
to treatment prediction. For this goal, ML models
should satisfy what we called ART Criteria: accu-
racy, robustness, and transparency. For most biomed-
ical problems, as we show below, a 90%, 95% or even
99% accuracy is possible and desired. By robustness,
we mean the capability of the predictive models to
generalize well to new cases. Transparent, easy to

understand, interpretable models, are also desired for
molecular tests.

Thus, we have a multi-criteria optimization prob-
lem, where some criteria conflict each other. For ex-
ample, a higher performance can be reached using
ensemble methods (see, for example, [7] and [21]),
but ensemble models are less interpretable. As cost
is an important criterion too, we add it to the opti-
mization problem. A proxy for cost is the number
of samples. This is why literature is dominated by
small studies, with an average of twenty samples for
microarray measurements and six for Next Generation
Sequencing (NGS).

Considering that the number of variables could
be about two thousand for microRNA (miRNA) and
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twenty thousand for mRNA, a sample size of six is
too small for an ML approach. However, the goal
of most omics studies is to find the differentially ex-
pressed genes between two or more biomedical situa-
tions. Even for such a modest goal, recent investiga-
tions [20], [4], showed that small sample size lead to
unstable lists of differentially expression genes. While
lists of differentially expressed genes have almost no
translational impact, high-quality predictive models
could have.

Thus, it is important to know how many samples
we need for a 90%, 95% or even 99% accurate model,
with different algorithms. It is also important to know
the number of predictors for the specified accuracies.
As both the sample size and the number of predictors
are related to measurements’ cost, we are interested in
minimizing both, while maximizing the accuracy.

Another concern, which we are not addressing
here, is related to the size of NGS data. For exam-
ple, a FASTQ file is about 100 GB. Big Data pose
transfer and storage problems. Finding the minimum
number of samples for the desired accuracy alleviates
these problems too.

Most studies investigate the relationships between
differentially expressed genes, sample size and sta-
tistical power [13]-[15], [20], for various microarray
datasets. In [20], similar relationships were investi-
gated for predictive genes, discovered from data with
LASSO, a classification algorithm with built-in fea-
ture selection. Support vector machine (SVM) was
used in [17], and an explicit inverse power law for-
mula was fitted, to model the relationship between
SVM error and sample size. All these studies use rel-
atively small microarray datasets.

In a recent paper [10], we used The Cancer
Genome Atlas (TCGA) NGS miRNA determinations
for breast cancer (generated by the TCGA Research
Network: http://cancergenome.nih.gov/) to investi-
gate these relationships. To the best of our knowledge,
this is the largest dataset of this kind (865 sample).
We used single powerful decision trees algorithms—
C5 [18] and CART [1].

We found that the relationship between perfor-
mance and sample size, and between the number of
relevant predictors and sample size, can be modeled
by power law formulas. Both C5 and CART have
an accuracy greater than 95% for a samples size of
about 100 patients. This is more than five-time greater
than the average samples size. For smaller samples
size, the accuracy is lower, but the models generalize
well to new cases—C5 and CART models are robust.
C5 benefits more than CART from samples size in-
crease. The miRNA content of the discovered predic-
tive genes set has higher stability when the samples
size increases.

Here, we want to see if ensemble of decision
trees—C5 with boosting [19], Random Forest [2], and
Xgboost [3]—can reduce significantly the number of
samples, for the desired performance, compared with
single decision trees [10]. We also investigated the
relationship between the sample size and the number
of relevant miRNAs. All these relationships were ac-
curately modeled with power law formulas. This al-
lows easy and rational sample size planning, which is
an important aspect of the design of experiments and
could save important amounts of money.

2 Materials and Methods
Here we describe the dataset used, the preprocessing
steps, the classification problem and the algorithms.

2.1 Datasets and Preprocessing
We used a subset of TCGA dataset, containing
miRNA determinations, from normal and breast can-
cer tissue, totalizing 865 samples. We queried the nor-
malized data from the GDC database [12], using the R
package TCGABioLinks. We made use of the caret R
package [16] for preprocessing steps. One of the main
advantages of decision trees is that they need almost
no preprocessing.

To eliminate irrelevant features and reduce the
algorithms’ learning time, we removed all variables
with zero and near zero variance, using the nearZe-
roVar function from caret R package.

Even if our data suffered from a mild unbalanc-
ing (549 breast cancer samples and 316 normal tis-
sue samples), we chose a stratified sampling strategy
when partitioned data in training and testing sets. The
reason for this is that we wanted to train our algo-
rithms on datasets similar to those met in most study
designs.

2.2 Classification Problem and Algorithms

We used the following ensemble of decision tree al-
gorithms, which are powerful and meet the ART cri-
teria: Xgboost, Random Forest and Boosted C5. To
evaluate how the training sample size is related to the
predictive performance, we used a repeated incremen-
tal stratified sampling method, starting from a sample
size of 20 to a maximum training sample size of 600,
by a step equal with 5. All the rest of the samples—
validation set—were used for testing the generaliza-
tion capability of the predictive models. For exam-
ple, the smallest sample size is 20, and we tested the
models developed on these samples on the remaining
865 − 20 = 845 samples. Thus, we have the cross-
validation (CV) performance and the performance on
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all remaining samples. We focused mainly on the last
one as a more reliable estimation for both the overfit-
ting tendency and the generalization capability. This
performance is included in all proposed formulas.

We trained the algorithms, on every training sam-
ple, maximizing the Receiver Operating Characteris-
tic (ROC) [8] Area Under the Curve (AUC) metric.
The Accuracy (ACC) is not optimized, but just com-
puted for the corresponding ROC AUC, as the num-
ber of correct predictions from all predictions made.
To estimate the out-of-sample performance, we made
use of 3-fold CV. We used 3-fold CV instead of 10-
fold CV because at small training sample sizes (e.g.,
20, 25, 30) the condition ”at least one different sam-
ple per class in every fold” didn’t hold for 10-fold CV.
For every training sample size, we performed 100 runs
for every algorithm, averaging the metrics of interest
(ROC AUC, number of selected features, Accuracy)
for both CV and validation dataset.

There are two main advanced machine learn-
ing approaches for performance increasing: ensemble
methods and hyperparameter optimization (optimiz-
ing algorithms’ parameters). Here we focused mainly
on the first, because the second cannot be performed
together with learning curves. If the sample size range
is large (here, from 20 to 600), the best parameter for
small sample sizes will not be the same for medium
and large sample sizes.

The main problem with small sample size is the
high overfitting risk. Thus, the optimization will tar-
get the parameters capable of preventing overfitting,
and we will favor those values reducing the risk of
overfitting. For example, we will prefer trees with
small depth. While this could prevent overfitting, it
could also lead to underfitting for larger sample sizes.
Thus, hyperparameter tuning could be performed ei-
ther for each sample size or properly chosen sample
size intervals. The first approach is computationally
intensive and seems unjustified, as the optimal param-
eters do not change when the sample size is increased
by just five. Our work on finding the proper intervals
for parameter tuning is in progress.

3 Results and Discussions
Here, we analyze the results of using different ensem-
ble decision trees algorithms—Boosted C5, Random
Forest and Xgboost—on increasing sample sizes.

3.1 Performance - Sample Size Relationship

We are mainly interest in:

1. The relationships between algorithms’ perfor-
mances, measured as ROC AUC and Accuracy,

and the sample size.

2. The relationships between the number of relevant
features (miRNAs) and the sample size.

As we mentioned, ROC AUC was the objective func-
tion maximized by the three algorithms, not the Ac-
curacy. This is because in bioinformatics ROC AUC
is preferred for binary classification. Accuracy is just
computed for the corresponding ROC AUC.

Table 1 presents a simple summary statistics of
the three algorithms’ performance, where we used the
following abbreviations: RF for Random Forest, XGB
for Xgboost, BC5 for Boosted C5, AUC for ROC
AUC and ACC for Accuracy. Maximum ROC AUC
and Accuracy are the same for all three algorithms.
The mean is the same for RF and XGB and close
for BC5. The minimum performance ranks the algo-
rithms in the following order: RF, XGB, and BC5.
Globally, RF looks like the most performant algo-
rithm. However, we have to consider other criteria
too:

1. The number of features for a given performance,
especially for the high ones.

2. The difference between the cross-validation and
validation performance.

3. The variability of the relevant miRNAs list of
successive models from increasing sample size.

The number of features for increasing sample size
will be analyzed in more details below. For small sam-
ple sizes, BC5 has smaller but reasonably good per-
formances. However, the CV performance is almost
identical with the validation one. This indicates that
BC5 has no overfitting tendency. RF and XGB has
greater performances for small sample size, but also a
slight overfitting tendency.

The above-mentioned variability in miRNAs lists
is decreasing with the sample size for all three algo-
rithms (results not shown). This variability is very
intriguing for the biomedical community. While this
subject is outside the scope of this paper, it is impor-
tant to mention that the main cause of this variability
is the functional redundancy of the miRNome [11].
Thus, we do not have to worry about this variabil-
ity. Most probably, the variability is inside the bio-
logically relevant miRNAs’ list.

From Figures 1 to 6 we can see that both AUC
ROC and accuracy increase with sample size for all
algorithms. The increase is higher for small data sizes
and slows down for bigger data sizes.

We also analyzed the number of relevant features
selected by every algorithm and its dependency on
training sample size. From Figures 7 to 9 we can
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Performance Min Mean Max
RF AUC 0.92 0.97 0.99
RF ACC 0.94 0.97 0.99
XGB AUC 0.88 0.97 0.99
XGB ACC 0.90 0.97 0.99
BC5 AUC 0.81 0.96 0.99
BC5 ACC 0.83 0.96 0.99

Table 1: Algorithms Performance Statistics

No Features Min Mean Max
RF 94 324 416
XGB 27 110 170
BC5 1 17 32

Table 2: Algorithms Relevant Features

see that the number of relevant features increases with
sample size for all three algorithms. Boosted C5 se-
lected 17 relevant features in average, with a mini-
mum of 1 and maximum of 32. Random Forest se-
lected an average of 324, with a minimum of 94 and
maximum 416 relevant features. Xgboost used an av-
erage of 110 relevant features, with a minimum of 27
and maximum of 170, as represented in figure 10.

To obtain compact formulas for the performance
and the number of relevant features dependency on
the sample size, we tested most of the methods in-
cluded in MATLAB Curve Fitting Toolbox (MAT-
LAB R2017a and Curve Fitting Toolbox, The Math-
Works, Inc., Natick, Massachusetts, United States).
The best fit was a power law (the power option of
the toolbox) formula for all algorithms and perfor-
mance measurements. It fits a function of the form
y = axb + c, where y represents the performance
(ROC AUC or Accuracy), x represents the sample
size, and a, b, and c are constant coefficients.

The power law formulas for the three algorithms
will be presented in the following subsections.

3.2 Random Forest Power Law Formulas

The power law formulas for Random Forest are:

AUC = −1.646 · (ss)−1.106 + 0.9847 (1)

ACC = −1.049 · (ss)−1.010 + 0.9862 (2)

NOF = 4347 · (ss)0.02141 − 4568 (3)

where AUC represents the ROC AUC, ACC repre-
sents the accuracy, NOF represents the number of
relevant features, ss the sample size, and the a, b, and
c coefficients have their mean values.

The 95% confidence bounds for the coefficients
are:

Figure 1: The Random Forest AUC versus the train-
ing sample size: results and fitted power law curve.
The top-right quadrant delimited by red-dashed lines
represents the area with computed AUC>0.95.

Figure 2: The Xgboost AUC versus the training sam-
ple size: results and fitted power law curve. The top-
right quadrant delimited by red-dashed lines repre-
sents the area with computed AUC>0.95.

1. For equation 1: a = (−1.939,−1.353), b =
(−1.16,−1.051), and c = (0.9842, 0.9852)

2. For equation 2: a = (−1.215,−0.8833), b =
(−1.059,−0.9617), and c = (0.9857, 0.9866)

3. For equation 3: a = (−7606, 1.63e + 04),
b = (−0.03169, 0.07451), and c = (−1.659e +
04, 7450).

The goodness of fit tests’ values are:

1. For equation 1: SSE : 0.0001562, R−square :
0.9888, AdjustedR − square : 0.9886, and
RMSE : 0.00117.

2. For equation 2: SSE : 0.0001001, R−square :
0.9886, AdjustedR − square : 0.9884, and
RMSE : 0.0009372.

3. For equation 3: SSE : 1.343e+04, R−square :
0.9825, AdjustedR − square : 0.9822, and
RMSE : 10.85

Alexandru G. Floares et al.
International Journal of Oncology and Cancer Therapy 

http://www.iaras.org/iaras/journals/ijoct

ISSN: 2534-8868 16 Volume 2, 2017



Figure 3: The BC5 AUC versus the training sample
size: results and fitted power law curve. The top-right
quadrant delimited by red-dashed lines represents the
area with computed AUC>0.95.

Figure 4: The Random Forest ACC versus the train-
ing sample size: results and fitted power law curve.
The top-right quadrant delimited by red-dashed lines
represents the area with computed ACC>0.95.

3.3 Xgboost Power Law Formulas

The power law formulas for Xgboost are:

AUC = −0.2760 · (ss)−0.5281 + 0.9908 (4)

ACC = −0.1202 · (ss)−0.1354 + 1.0340 (5)

NOF = 5.524 · (ss)0.5344 − 2.853 (6)

The 95% confidence bounds for the coefficients
are as follows:

1. For equation 4: a = (−0.3296,−0.2224), b =
(−0.5984,−0.4577), and c = (0.9879, 0.9936)

2. For equation 5: a = (−0.146,−0.0944), b =
(−0.2219,−0.04896), and c = (0.9949, 1.073)

3. For equation 6 are a = (2.291, 8.757), b =
(0.4541, 0.6147), and c = (−17.06, 11.35)

The goodness of fit tests’ values are:

Figure 5: The Xgboost ACC versus the training sam-
ple size: results and fitted power law curve. The top-
right quadrant delimited by red-dashed lines repre-
sents the area with computed ACC>0.95.

Figure 6: The BC5 ACC versus the training sample
size: results and fitted power law curve. The top-right
quadrant delimited by red-dashed lines represents the
area with computed ACC>0.95.

1. For equation 4: SSE : 0.000332, R − square :
0.9821, AdjustedR − square : 0.9818, and
RMSE : 0.001707.

2. For equation 5: SSE : 0.0002463, R−square :
0.9802, AdjustedR − square : 0.9798, and
RMSE : 0.00147.

3. For equation 6: SSE : 4443, R − square :
0.9744, AdjustedR − square : 0.9739, and
RMSE : 6.243.

3.4 Boosted C5 Power Law Formulas

The power law formulas for Boosted C5 are:

AUC = −4.1520 · (ss)−1.1260 + 0.9795 (7)

ACC = −2.4650 · (ss)−1.007 + 0.9825 (8)

NOF = 6.557 · (ss)0.2995 − 17.16 (9)
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Figure 7: The Random Forest number of relevant fea-
tures versus training sample size: results and fitted
power law curve.

Figure 8: The Xgboost number of relevant features
versus the training sample size: results and fitted
power law curve.

The 95% confidence bounds for the coefficients
are:

1. For equation 7: a = (−4.924,−3.379), b =
(−1.183,−1.069), and c = (0.9783, 0.9807)

2. For equation 8: a = (−8.472, 21.59), b =
(−1.062,−0.9521), and c = (0.9812, 0.9837)

3. For equation 9: a = (−2.904,−2.026), b =
(0.03361, 0.5654), and c = (−44.82, 10.5)

The goodness of fit tests’ values are:

1. For equation 7: SSE : 0.0009371, R−square :
0.9883, AdjustedR − square : 0.9881, and
RMSE : 0.002867

2. For equation 8: SSE : 0.0007194, R−square :
0.9877, AdjustedR − square : 0.9875, and
RMSE : 0.002512

3. For equation 9: SSE : 2166, R − square :
0.703, AdjustedR − square : 0.6978, and
RMSE : 4.359

Figure 9: The BC5 ACC versus the training sample
size: results and fitted power law curve.

Figure 10: Distribution of relevant features for BC5,
Random Forest and Xbgoost algorithm.

4 Conclusion
We found that using ensembles of decision trees, like
Boosted C5, Random Forest, and Stochastic Gradi-
ent Boosting, we can develop high-quality models—
accurate, robust (generalizing well to new cases), and
relatively transparent—from omics data. This can be
translated in diagnosis, prognosis, and response to
treatment molecular tests. We also found that using
these algorithms, we need the smallest sample size for
the highest accuracies. This dramatic decrease in the
required sample size is reflected in a significant cost
decrease. We derived power law formulas which can
be effectively used in design of omics experiments.
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