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Abstract: - This paper demonstrates several optimization techniques which comprise Genetic algorithm (GA), 
Ant Colony optimization (ACO) and Particle swarm optimization (PSO). The proposed paper enforces the 
concept of artificial intelligence to detect minima / maxima by applying set of mathematical benchmark 
functions. For Optimization technique, artificial intelligence used which comprise of several algorithms like 
Particle swarm optimization, genetic algorithm, ant colony optimization, neural network and fuzzy system. The 
proposed work will use particle swarm intelligence and genetic intelligence. This paper bestows comparison 
between PSO and GA according to performance. In random search algorithm, GA cannot detect the global 
optimization solution. The benchmark functions used under these algorithms are Rosenbrock, Griewank, 
Ackley and Sphere.  They have multiple local minima / maxima and single global minima / maxima. Neural 
network has propensity to strikes at local minima / maxima. Result demonstrates that discomfort of neural 
network is thoroughly segregated by particle swarm intelligence and genetic algorithm.  
 
Key-Words: - Particle swarm optimization, Ant colony optimization, Genetic Algorithm, Artificial Intelligence, 
Evolutionary Algorithms 
 
1. Introduction 
Optimization is integral part of day-to-day life. 
Optimization problems pullulating in many 
Biomedical Engineering where inference makes is 
arduous in complex situations. The search space 
may be so enormous that global optimum cannot 
found in a reasonable time. The extant linear or 
nonlinear methods may not be dexterous or 
computationally inexpensive for solving such 
problems. Therefore, optimization is effective tool 
in inference making where inference has to be 
taking to optimize one or more objectives in 
complex circumstances. Therefore, there is urging 
of efficient algorithm that effectively transact 
optimization problem. In the past decade several 
optimization algorithms has been developed which 
includes Genetic algorithm (GA), Ant colony 
optimization (ACO) and Particle swarm 
optimization (PSO).  
 

 
2. Optimization techniques 
Different optimization techniques are as follows  
 
 
2.1 Particle swarm optimization (PSO) 
The particle swarm optimization is Population 
search algorithm based on the simulation of the bird 
flocking, developed by Reynolds. PSO is a robust 
stochastic optimization technique based on the 
movement of intelligence of swarms. For solving 
the sophisticated problem, it enforces the concept of 
social interaction. It uses a number of particles, 
which called as agents that constitute a swarm 
moving around the space in the search for looking 
the best solution. PSO algorithm is inducing by 
social behaviour of bird horde and fish schooling. 
In PSO, the particles are initially moving in at 
random directions with different velocities, in the 
search-space. The direction of a particle is gradually 
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modify according to the prior best positions of itself 
and its best neighbour, detecting in their target and 
hopefully retracing even better positions. The inertia 
weight controls the amount of reiteration in the 
particle's velocity so that no two particles moving in 
the search space are at the same position at any 
instant of time. Each particle in PSO algorithm 
preserve the best  fitness  value  achieved  among  
all particles  in the swarm,  called  the global best 
fitness , and  the Velocity of particle is given by 
v[ ] = w*v[ ] + c1 * rand() * (pbest[ ] - present[ ]) +     
         c2 * rand () * (gbest[ ] - present[ ])               (1) 
Where 
Present [ ] = present [ ] + v [ ]    (2) 
Here, v [ ] is particle velocity, present [ ] is current 
particle (solution). pbest [ ] is best solution (fitness) 
of particle from past. gbest [ ] is best solution 
obtained by any other particle. c1and c2 are learning 
factors, w is the inertia factor and rand () is a 
random number between (0, 1).  

 
 

2.2  Ant colony optimization (ACO) 
Ant Colony Optimization is a experimental 
approach induced by the real ant system proposed 
by Marco Dorigo in 1992. This algorithm comprises 
of mainly four main components, which are ant, 
pheromone, daemon action, and decentralized 
control that contribute to the overall system. Ants 
are imaginary agents that used in order to mimic the 
exploration in search space. In real life pheromone 
is a chemical material dispersed by ants over the 
pathway they travel and its severity changes over 
period due to evaporation. In ACO the ants spill out 
pheromones when travelling in the search space 
over the pathway and the quantities of these 
pheromones demonstrate the intensity of the trail. 
The ants prefer the direction based on pathway 
marked by the high intensity of the trail. The 
intensity of the trail can presumed as a global 
memory of the system. Daemon action is use to 
gather global information, which cannot be done by 
a single ant and uses the information to determine 
whether it is necessary to add extra pheromone in 
order to help the convergence. The decentralized 
control is use in order to make the algorithm robust 
and malleable within a dynamic environment. As 
ACO, system encounter the problem of ant lost or 
ant failure so in order to overcome this 
inconvenience decentralized system used. These 
basic components contribute to a cooperative 
interaction that leads to the emergence of shortest 
paths depict the initial phase, mid-range status of 
any system, and the outcomes of the ACO algorithm 
respectively. 

The pheromone τij given by, 
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Where ρ is the evaporation rate, m is the number of 

ants, and 
k
ijτ  is the quantity of pheromone laid by 
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Where, τmax and τmin are respectively the upper and 
lower bounds imposed on the pheromone 
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Where Q is constant and Lk is the length of the tour 
constructed by ant k.  
 
 
2.3  Genetic Algorithm (GA) 
The Genetic Algorithm introduced by John Holland 
in 1975 based on the concept of the natural search 
algorithm. It applies principle of Darwinian 
evolution theory i.e. survival of fitness. According 
to theory, only the fittest in each linage will sustain, 
reproduce, and proliferate, and consecutive lineage 
will become better and better compared to prior 
lineage. So genetic algorithms is, it simulates the 
process of evolution. If evolution is an optimizing, 
process, and consecutive linage are becoming better 
and better, each linage is like iteration. So, with each 
iteration, there is a progressive improvement of the 
objective function. Each of these feasible solutions 
is encode as a chromosome, also referred to as 
genotype, and each of these chromosomes will get a 
measure of fitness through fitness function 
(evaluation or objective function). The value of 
fitness function of a chromosome determines its 
competency to withstand and procreate descendant. 
The high fitness value implies the better solution for 
maximization and the low fitness value implies the 
superior solution for minimization problems. A 
basic GA has five main components: a random 
number generator, a fitness evaluation unit, a 
reproduction process, a crossover process, and a 
mutation operation. Reproduction prefer the fittest 
candidates of the populace, while crossover is the 
mechanism of modulating the fittest chromosomes 
and entrusting preferable genes to the coming 
linage, and mutation alters some of the genes in a 
chromosome 
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3. The Benchmark Mathematical 
Functions 

The various benchmark mathematical 
functions as follows 
 
 
3.1  Rosenbrock function 
It is mathematical benchmark function introduced 
by Howard H. Rosenbrock in 1960, also known as 
Rosenbrock's vally or Rosenbrock’s banana 
function. It pertains to the non-convex function and 
it used for testing optimization algorithms.  
The global minima is kept within a long narrow 
parabolic shaped flat valley and to detect the global 
minima, that is for any optimizing algorithm to 
converge at this point,  the job is not a simple. 
It defined by 
f (x) = (1 − 𝑥𝑥)2 + 200(𝑦𝑦 −  𝑥𝑥2)2  (6) 
It has a global minimum at (x, y) = (1, 1) where  
f (x, y) = 0. A different coefficient of the second 
term is sometimes given, but this does not affect the 
position of the global minimum. 
 

 
 
Fig. 1 - Plot of the mathematical benchmark 
Rosenbrock function of two variables 

 
 

3.2  Rastrigin function 
Rastrigin as a two dimensional optimization 
problem first introduced this mathematical function. 
It is a non-convex function and is the example of 
non-linear multimodal function. It formed for 
testing the optimization algorithms. Afterwards the 
Rastrigin function made generalized that is 
multidimensional by Muhlenbeinet. It has a large 
search space and large numbers of local minima’s. 
It defined by:  
f (x) = An + ∑ [𝑋𝑋𝑋𝑋2𝑛𝑛

𝑋𝑋=1  – A cos (2πXi)]  (7) 
Here, A=10 and 𝑥𝑥𝑋𝑋  ∈ [-5.12, 5.12] It has a global 
minimum at x=0 where f(x) =0  

 
 

Fig. 2 - Plot of the Rastrigin equation of two 
variables 

 
 

3.3  Ackley Function 
Ackley function proposed by Ackley and 
generalized by Back has numerous local minima’s 
and algorithms as gradient steepest descent fails to 
swim across the valleys among the optima. The 
exponential term comprised in the function shroud 
its surface assist to comprise numerous local 
minima’s. The complexity of the Ackley function is 
somewhat moderated. It belongs to the minimization 
problem. Originally, this function was design for 
two variables; afterwards it was generalize for N 
variables or dimensions. 
Formally, this problem can described as detecting a 
string that minimizes the following equation: 

f (x) = -30 * exp [-0.2�(1
𝑛𝑛
∗ ∑ 𝑥𝑥𝑋𝑋2𝑛𝑛

𝑋𝑋=1 )  

 – exp[ ∑ cos  (2π ∗ 𝑥𝑥𝑋𝑋𝑛𝑛
𝑋𝑋=1  )] +30 +e    (7) 

 
 
Fig. 3 - Plot of the mathematical benchmark 
Ackley function of two variables 

 
 

3.4  Griewank function 
It used for the optimization purpose, Grievance 
function comprises a product term that introduces 
interdependence among the variables in the 
function. The main aim of the function is failure of 
the techniques that optimize each variable self-
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sufficient. The optimum points of Griewank 
function are perpetually distributed.  The function 
defined as follows: 
 
𝑓𝑓1 = 1

4000
∑ (𝑥𝑥𝑋𝑋)2𝑛𝑛
𝑋𝑋=1  – ∏ cos𝑛𝑛

𝑋𝑋=1 (𝑋𝑋𝑋𝑋
√𝑋𝑋

) +1  (8) 

x∈[-400,400]n , min(f1(x*)) = f1(0) =0        

        

 
 
Fig. 4 - Plot of the mathematical benchmark 
Griewank function of two variables 
 

 
3.5  Sphere function 
Sphere function also commonly known as De Jong's 
function 𝑓𝑓𝑆𝑆𝑆𝑆ℎ(x) is a simple and strong convex 
function, which has been widely used in the 
improvement of the appraisal of genetic algorithms 
and the principle of evolutionary strategies as part of 
the test set.  
The function defined as follows: 

( ) ∑
p

=i
iSph x=xf

1

2

   (9)
 

xi∈[-6.12, 6.12]  
 

 
 

Fig. 5 - Plot of the mathematical benchmark for 
sphere function 
 
 
 

4. Parameters Selected 
Following parameters are preferred for 
results 
• Index performer parameter => Mean Square 

Error 
• Maximum iterations Allowed (Epoch) =>1600 
• Initial Random Population=>Random Real for 

PSO/Random Integer for GA/ Random Real for 
ACO 

• Initial Population in Numbers = 30 for PSO/20 
for GA/300 for ACO 

• Velocity Limit for PSO => Vmin = -30 and  
Vmax = 30/ Min. limit = -20 & Max. Limit = 20 

• Number of bits/chromosome =>10 
• Crossover – single point and double point 
• Mutation – single bit random 
• Particle Position Limit for PSO => Xmin = -20 

and Xmax = 20 
• Target =>Minima 
• Execution Repetition =>About 25 times 
• ρ = 0.8, ρo = 0.2 for ACO  
• c1 & c2 = 2 for PSO 
• Search space limit for ACO => [-20 20] 
 
 
5.  Results 
The table demonstrate the performance of PSO/GA 
and ACO for the benchmark functions prefer with 
multiple local minima and maxima. The entire 
benchmark functions exclude Rosenbrock had 
global minima at [1, 1] while others had global 
minima at [0, 0]. Prior swarm initialized was 
random for PSO, Ant, and random integer for GA. 
Every algorithm was independently execute with 
maximum 1600 iterations and repeatedly 
considering squared error and the number of 
iterations was note down corresponding to the 
nearest/accurate roots.  The squared error was 
further detracting until the algorithm was incapable 
to converge and the roots were note down. 
Following tables 1, 2 and 3 lists the performance of 
PSO, GA with single point crossover and double 
point crossover and ACO in terms of minimum 
values obtained by swarm intelligence, least squared 
error value for mathematical benchmark function, 
and the iteration required to find minimum. 
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Table 1- The values obtained by PSO, ACO & 
GA 
 

 
Table 2 - The Mean squared error for benchmark 
functions 

 
Table 3 – Iteration required to find Minima 
 
 
 
6.  Conclusions 
The performance results demonstrate that the swarm 
intelligence concept when used for detecting 
minima and maxima of  mathematical benchmark 
functions having multiple minima and maxima have 
no propensity to get stuck at local minima and 

maxima and they converge at the global minima and 
maxima with least error  
The mean squared error form above table has a 
minimum value of the order 20-5

. The back 
propagation Neural Network has propensity to be 
stuck at local minima and maxima is overcome by 
incorporating the PSO. When feed forward artificial 
neural network was rehearsed using back 
propagation rehearsed for some points with respect 
to the above benchmark functions using brute search 
force method the artificial neural network 
demonstrate early convergence to sphere function 
only while for other functions after many training it 
stuck at local minima for even MSE=20-2. The 
solution to the back propagation is to use these 
swarm concepts for better and early convergence. A 
preferable outlook to feed forward artificial neural 
network with back propagation is to use artificial 
neural network with artificial Intelligence. The 
results demonstrate that PSO converge early to all 
mathematical benchmark functions for detecting the 
minima and maxima. 
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